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Statement
The goal of Aussenwirtschaft is to publish high quality analyses of important 
international economic policy matters that affect Switzerland. Given the 
integration of many Swiss firms and markets into the European and global 
economy, articles published in this journal may relate to policy initiatives taken 
in foreign countries as well. Furthermore, reflecting the many forms of cross-
border commerce in the twenty-first century, the range of policies considered 
is not confined to traditional international trade policies. The journal seeks to 
inform deliberations by decision-makers – political, corporate, employees, as 
well as civil society – in Switzerland and abroad.
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While Switzerland’s net creditor position is sizable, it has long remained steady 
despite large and persistent current account surpluses. This pattern reflects valuation 
losses on Swiss foreign assets driven by movements in exchange rates and assets 
prices. We compute estimates of these valuation effects and the associated rates 
of returns on Swiss external assets and liabilities. While Switzerland benefits 
from a modest advantage in terms of yields (interest and dividends in percent of 
holdings), we show that this has been dwarfed by valuation losses driven by the 
strengthening of the Swiss franc, even before the crisis. We then assess the extent 
to which the return on assets and liabilities (including capital gains) provides a 
hedge against movements in Swiss GDP and the purchasing power of income. 
While we find little evidence of such a hedge at a quarterly frequency, financial 
returns provide some offset for business cycle movements at the horizon of a year. 
This hedging property has strengthened since 2010 and is more pronounced for 
privately held assets and liabilities than for the fast-growing holdings of reserves 
by the Swiss National Bank.
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This paper investigates the relationship between demographics and the current 
account. We analyze the impact of recent demographic changes and provide a 
forecast of its future impact. Overall, we find a strong and robust, non-linear 
demographic effect. In particular, we find a positive association between the 
current account and the share of a population’s prime-age individuals and 
a negative association with the share of the elderly. Our forecast suggests 
that, given the dramatically aging population in most industrialized countries, 
demographics will likely decrease the current account balance in the near future 
in those countries.
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Michael Knuchel 81
Gravity models are used to understand intra- and international trade flows. Trade 
costs play a central role in these models, but are not clearly observable. In order 
to infer these costs, different estimation methods exist. The aim of this paper 
is to investigate these methods on systematic patterns in their predicted trade 
costs. By applying the methods to one dataset, the resulting trade cost estimates 
become comparable. For a given trade elasticity, the inverse gravity framework 
from Novy (2013a) is found to predict lower values than ratio gravity, used for 
example by Simonovska and Vaugh (2014). However, when moderating the 
impact of outliers, inverse gravity produces lower estimates.
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Do Swiss foreign assets hedge the business cycle?

Nicolas Stoffels and Cédric Tille1

Swiss National Bank; Graduate Institute for International and Development Studies and CEPR

While Switzerland’s net creditor position is sizable, it has long remained steady despite large 
and persistent current account surpluses. This pattern reflects valuation losses on Swiss foreign 
assets driven by movements in exchange rates and assets prices. We compute estimates of these 
valuation effects and the associated rates of returns on Swiss external assets and liabilities. While 
Switzerland benefits from a modest advantage in terms of yields (interest and dividends in percent 
of holdings), we show that this has been dwarfed by valuation losses driven by the strengthening 
of the Swiss franc, even before the crisis. We then assess the extent to which the return on assets 
and liabilities (including capital gains) provides a hedge against movements in Swiss GDP and 
the purchasing power of income. While we find little evidence of such a hedge at a quarterly 
frequency, financial returns provide some offset for business cycle movements at the horizon of 
a year. This hedging property has strengthened since 2010 and is more pronounced for privately 
held assets and liabilities than for the fast-growing holdings of reserves by the Swiss National 
Bank.

JEL codes:  G15, F21, F31, F36, F44, F65
Keywords:  valuation effects, international risk sharing

1 Introduction

Switzerland is a financial center that has long been deeply integrated in world 
financial markets. This has steadily increased since the early 2000s, as shown 
by the value of the country’s external assets and liabilities. The value of Swiss 
residents’ financial claims on the rest of the world has risen from 473% of annual 
GDP to 694% at the end of 2017 (Figure 1, solid line). Liabilities to foreign 
investors have increased in parallel, currently reaching 568% of GDP (dashed 
line). While financial integration stepped back during the global financial crisis, 
it has since resumed its upward trend.

What does Switzerland gain from its sizable net claims on the rest of the world 
(i.e., its net international investment position, or NIIP; dotted line in Figure 1), 
currently standing at 126% of GDP? While this question may seem puzzling 
in light of the country’s comfortable wealth, it is important to bear in mind 
that the net position has remained remarkably stable despite persistently large 

1 Nicolas.Stoffels@snb.ch and Cedric.Tille@graduateinstitute.ch. We thank Pinar Yesin, Signe Krogstrup and Joe 
Gagnon for comments. We are grateful to Christoph Kappeler, Hildegard Muff, Simon Bösenberg, and Alexander 
Flühmann of the statistical department of the Swiss National Bank for their extensive and support with the data 
and availibity to answer our questions, and to Francesca Pitsch for research assistance. Any remaining errors are 
ours alone. The views expressed in this paper are those of the authors and do not represent the views of the Swiss 
National Bank.
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current account surpluses of one tenth of GDP each year (see Tille, 2017 for a 
discussion).

Figure 1: International investment position (% GDP)
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In this paper we assess the returns on financial assets and liabilities in three steps. 
We first compute estimates on the capital gains and losses on Swiss assets and 
liabilities, building on ongoing improvement in the statistics compiled by the 
Swiss National Bank (SNB, 2018). Second, we compute the average rates of 
returns on assets and liabilities, including gains from asset prices and exchange 
rates, following the approaches of Curcuru, Dvorak and Warnock (2013), 
Gourinchas and Rey (2013, 2005) and Lane and Milesi-Ferretti (2018). 
Finally, we assess the extent to which the Swiss net external position acts as a 
hedge against movements in GDP.

Our paper makes six points. First, our estimates of the valuation effects stemming 
from asset prices and exchange rates show that the losses from the strong Swiss 
franc have substantially offset the additional savings from current account 
surpluses. While this pattern has been particularly pronounced since the crisis, 
it was already observable beforehand. Second, we show that the moderately 
positive spread between the yield on Swiss assets (interest and dividends) and the 
yield on liabilities turns into a sizable negative gap once we include the impact of 
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asset prices and exchange rates. Third, we show that the returns on Swiss assets 
and liabilities offer a very limited hedge against business cycle movements at a 
quarterly frequency. Fourth, we find evidence of better hedging when considering 
co-movements between financial returns and the business cycle over four-quarter 
horizons. Fifth, this hedging has improved in recent years. Finally, the hedging 
benefits are concentrated among privately held assets, while the returns on 
reserves held by the central bank offer very little hedging.

While our results offer a contrasted view of the hedging benefits of the Swiss 
external assets and liabilities, it is important to bear in mind that we present 
stylized facts that should be interpreted with caution. Different investments have 
different motives, and some are undertaken with a long horizon in mind. These 
long-term investments may well offer limited hedging in the short run (even 
for one year) while still ultimately delivering substantial benefits. In addition, 
holdings of foreign reserves by the SNB have increased in order to contain the 
strengthening of the Swiss franc. Our finding of limited hedging properties does 
not put them into question, as without reserve accumulation the franc would 
likely have appreciated much more, and limited hedging may be a price worth 
paying for avoiding severe economic stress.

The rest of the paper is structured as follows. Section 2 puts our work in 
the context of the literature. Section 3 presents the evolution of the Swiss 
international investment position over the last 17 years and points the most salient 
developments. We present our adjustments for valuation effects from asset prices 
and exchange rates in Section 4. Section 5 discusses the gaps between the rates of 
returns on assets and liabilities and assesses the extent to which returns on foreign 
asset provide a hedge for business cycle movements. Section 6 concludes.

2 Relation to the literature

Our analysis fits into an active literature that analyses the drivers of countries’ 
external financial assets, with an emphasis on taking account of capital gains and 
losses in addition to the streams of interest and dividend payments that enter the 
current account. Lane and Milesi-Ferretti (2007) have pioneered the analysis 
of stocks of assets and liabilities – beyond the usual analysis of flows in the 
balance of payments – by compiling a multi-country database and documenting 
the pattern of rising financial integration. The increase in holdings of financial 
assets has boosted countries’ exposure to capital gains and losses driven by 
movements in asset prices, including exchange rates. These so-called valuation 
effects make a sizable component of the overall return on financial positions in 
addition to the payments of interest and dividends that enter the current account 
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(Tille, 2003), a feature that is of growing importance (Gourinchas and Rey, 
2013; Lane and Milesi-Ferretti, 2018). 

A salient characteristic of globalization is the rising extent of leveraged positions 
with increases in both assets and liabilities. As the composition of assets differs 
from that of liabilities, both in terms of currencies and type of assets, the valuation 
effects are asymmetric and can lead sizable difference in rates of returns. 
Bénétrix, Lane and Shambaugh (2015) and Lane and Shambaugh (2010) 
focus on the currency composition of countries’ balance sheet and document large 
effect of exchange rate movements. Gourinchas and Rey (2005) focus on the 
case of the United States and argue that it earns an “exorbitant privilege” in the 
form of a persistent return differential between assets and liabilities. Assessing 
whether the rate of return on assets is significantly different from that on liabilities 
is quite challenging, however, given the high volatility of returns, and subsequent 
research has questioned the presence of a US privilege (at least of a large one), 
with Curcuru, Dvorak and Warnock (2013) offering an overview.

Several contributions have focused on the Swiss case. Bénétrix and Lane 
(2016) assess the currency exposure of the country and show that Switzerland’s 
long position in foreign currencies has substantially increased. They also consider 
the exposure of foreign countries to Swiss franc denominated assets, showing 
that it is concentrated among advanced economies. Kugler and Weder (2005, 
2004) document the low level of interest rates on Swiss franc investments in 
international comparison and link it to the ability of these investments to provide 
a hedge during rare events. Nitschka (2014) assesses the safe haven feature of 
Swiss assets. Several studies have documented the behavior of capital flows to 
and from Switzerland, with an emphasis on their behavior during the recent crisis 
(Auer and Tille, 2016; Tille, 2017; Yesin, 2015). The analysis is made more 
complex by the specific nature of Switzerland as an international financial center. 
In particular, the presence of holding companies has a substantial impact on the 
capital flows data, as shown by Fischer, Groeger, Sauré, and Yesin (2018).

3 The evolution of the Swiss NIIP: Salient facts

The value of Swiss external assets and liabilities is compiled by the SNB, along 
with the balance-of-payments statistics. The SNB data provide quarterly figures 
since 2000, with the editions of the annual report providing further analysis 
on specific topics. The figures are split into the usual categories: foreign direct 
investment (FDI), portfolio equity investment (split further between directly-held 
shares and holdings of collective investment schemes), portfolio debt investment 
(split between short- and long-term securities), other holdings consisting 
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predominantly of banks, and the foreign reserves assets of the SNB. The data 
also provide a breakdown by denomination: Swiss franc, euro, US dollar, other 
currencies, and precious metals.2

Switzerland has long been a sizable net creditor to the rest of the world, with 
its NIIP standing at 126% of GDP at the end of 2017. As pointed out above, the 
steady level of the net position hides the fact that assets (Swiss residents’ claims 
on foreign assets) and liabilities (foreign investors’ claims on Swiss residents) 
have substantially increased.

The last decade has seen a profound development in the form of the SNB taking 
a prominent position. Figure 2 splits the NIIP between the reserves of the SNB 
(solid line) and the NIIP of private investors (dashed line). Until the global 
financial crisis, the role of the SNB was negligible and the international financial 
integration of Switzerland was undertaken by the private sector. The pattern 
has since fully reversed – private investors have retrenched, and the net private 
position is now essentially balanced. The SNB has conducted large exchange rate 
interventions since 2010 to counter the strengthening of the Swiss franc and now 
accounts for the entire NIIP.

Figure 2: SNB and private NIIP (% GDP)
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2 The SNB statistical department provided us with a finer breakdown with positions denominated in yen and pound.
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The private pullback since 2009 has been broad-based. Figure 3 shows the net 
position across the various components of private assets and liabilities – while 
the net position of banks was balanced before the crisis (square dotted line), 
it has since become negative. The pattern of bank retrenchment since 2008 
(Emter, Schmitz, and Tirpák, 2018; Milesi-Ferretti and Tille, 2011) has 
been especially pronounced for European banks. As Swiss banks have retrenched 
even more than institutes from other countries, the net position for banking has 
become negative. The decrease is not limited to banks, however, and is instead 
broadly observed. The net creditor positions of Switzerland in FDI (dotted line) 
and portfolio debt instruments (solid line) have narrowed, while its net debtor 
position in portfolio equity (dashed line) has increased.

Figure 3: Private NIIP by components  (% GDP)
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The stability of the overall NIIP also hides a growing leverage in terms of 
currencies (Figure 4). Like most advanced economies (Lane and Shambaugh, 
2010) Switzerland is a net issuer of claims in its currency and a net creditor in 
other countries’ currencies. The magnitude of this pattern has grown steadily, with 
the position in foreign currencies growing from 244% of GDP in 2000 to 439% 
today. This increase is evenly split between private positions (+99 percentage 
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points) and the accumulation of foreign exchange reserves by the SNB (+94 
percentage points), and the pace has picked up since the beginning of the crisis.3

Figure 4: NIIP by currency (% GDP)
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The rising currency leverage – despite a steady overall NIIP – reflects the 
changing currency composition of assets and liabilities. Figure 5 shows that the 
share of the US dollar has increased in Swiss residents’ claims abroad, at the 
expense of the Swiss franc. By contrast, the Swiss currency represents a larger 
share of liabilities than it used to (Figure 6). A closer look in the composition of 
assets shows contrasting patterns of private and SNB holdings. While the share 
of the dollar has increased in private investors’ portfolios (Figure 7), it has only 
moderately done so in reserves where the euro has gained a much larger share, 
primarily at the expense of gold (Figure 8).

3 The growing role of the SNB reserves reflects its interventions aimed at preventing a disorderly appreciation of 
the Swiss franc. This has led the SNB to take on the foreign currency exposure that Swiss and foreign private 
investors were not willing to hold.
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Figure 5: Currency composition of assets
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Figure 6: Currency composition of liabilities
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Figure 7: Currency composition of private assets
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Figure 8: Currency composition of SNB reserves
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4 Valuation effects from exchange rates and asset prices

The rising leverage of the Swiss international investment position, both in terms 
of total assets and liabilities and in terms of currencies, has increased its exposure 
to valuation effects from exchange rates and asset price movements. In this 
section, we take a closer look at these by computing estimates of the various 
valuation effects.

4.1 Estimating valuation effects

The SNB does not provide a regular decomposition of the changes in the NIIP 
between financial transactions recorded in the financial account of the balance 
of payments, valuation effects from exchange rates, valuation effects from asset 
prices, and “other” valuation effects stemming, for instance, from statistical 
revisions. However, the last issue of its International Investment Position report 
(SNB, 2018) includes a special topic with estimates of such a decomposition 
focused on portfolio investment.

While splitting the overall valuation effect from financial transactions is 
straightforward, distinguishing the various types of valuation changes is more 
challenging. We compute our own estimates of these effects by combining 
information on the currency composition of assets and liabilities, exchange rates 
measured at quarter end, and asset prices measured at quarter end (details are 
given in the appendix).

The SNB statistics provide the currency composition of the various components 
of the international investment position at a quarterly frequency.4 We compute 
the exchange rate valuation using the exchange rates for the various currencies 
identified in the SNB data, as well as our own estimates of the exchange rate 
index for the “other” currencies (using the weights used in the SNB’s trade 
weighted exchange rate index). The valuation effects stemming from exchange 
rate movements in a quarter t are computed as follows:
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(1)

where i is a category-currency index (for instance, portfolio investment in euros), 
Posi,t-1 is the corresponding position at the end of quarter t-1, Flowsi,t the financial 
transactions during quarter t, and FX_Changei,t the percentage change in the 

4 Specifically, holdings are split between Swiss francs, euro, US dollars, yen, British pounds, and other currencies.
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exchange rate between the end of quarter t-1 and the end of quarter t. Equation 
(1) shows that the valuation effect is computed not only for the initial holdings, 
but also on the flows during the quarter (assuming that flows and exchange rate 
movements proceed evenly through the quarter).5

We follow a similar approach to estimate the valuation effect from price changes, 
with the percentage change in asset prices replacing the changes in the exchange 
rate in equation (1). Computing estimates of these valuation effects is more 
challenging, however, as one needs to determine which price to apply to the 
various components of the portfolio.

We use stock and bond prices for Switzerland, the euro area, Japan, the United 
Kingdom and the United States. Bond prices include sovereign and corporate 
bonds (since 2000Q3), and we construct a composite bond price using weights 
provided by the SNB statistical department. We use the gold price for positions 
in precious metals.6

To compute the valuation effects, the asset prices are applied to the position in 
the corresponding currencies. The specific use of the various prices is as follows. 
We first do not compute the price valuation effect for several categories. These 
include foreign direct investment (which is measured at book value in Swiss 
data),7 short-term debt instruments in the portfolio category, and “other” holdings 
(as these predominantly consist of bank loans).8 Bond prices are used on portfolio 
debt positions in long-term instruments, and equity prices on portfolio equity 
investment in the form of directly held shares. For equity investment in collective 
schemes, we rely on data from the SNB statistical department that give the share 
of schemes invested in equity (for which we use the equity price), in bonds (for 
which we use bond prices), and liquid assets (for which we make no adjustment).

Having computed our estimates of the valuation effects stemming from exchange 
rates and asset prices, we obtain the “other valuation” component as a residual.9 
The only exception to this approach is the reserves of the SNB. The data do not 
provide us with the split between bonds and equity instruments, the latter having 
now taken a non-negligible role, and thus we cannot compute an estimate of 

5 The SNB statistical department provided us with financial transactions by currencies for portfolio investment 
since 2002Q1. For other categories and other quarters we use the currency composition of holdings at the end of 
quarter t-1 to estimates the financial transactions by currencies during quarter t.

6 Stock and bond prices are measured at the end of the quarter.
7 We do however compute an exchange rate valuation for FDI.
8 While we can split the “other” category between banks and non-banks for the value of the position, we cannot do 

so in the specific currencies and thus cannot compute an exchange rate valuation for the subcomponents of the 
“other category”.

9 Specifically: Other valuation = Change in position – financial flows – exchange rate valuation – asset price 
valuation.
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the valuation effect from asset prices. Holdings of the SNB are well measured, 
however, and we assume that there is no “other valuation” effect. We can then 
obtain the valuation effect from asset prices as a residual.

Our approach provides us with quarterly estimates of the various types of valuation 
effects. We can compare our results for the portfolio investment category against 
the annual estimates compiled by the SNB for the special topic in SNB (2018). As 
shown in the appendix, we get very close to their estimates.

Two particular points apply to the valuation of foreign direct investment. First, 
as mentioned above, the holdings are measured at book value in the currency 
of denomination, and not at market value. The returns on FDI then reflect only 
exchange rate movements and not asset price movements, and are thus a partial 
picture. Second, the position of Switzerland as a financial center implies that a 
large fraction of FDI assets and liabilities are related to entities that have only a 
limited economic presence in Switzerland. These include special purpose entities 
from multinationals (for instance, focused on financing of the corporate group) 
and headquarters for the reporting of profits. The special issue in SNB (2017) 
shows that this “pass-through capital” accounts for a sizable share of FDI, but 
also affects other components of the international investment position. Given the 
limited role of these entities in Swiss economic activities, it would be interesting 
to exclude them from our assessment of the movements of the NIIP. Such an 
exercise would be complex, however, and is left for future work.

4.2 What drives the Swiss net international investment position?

We use our estimates to split the quarterly changes in the positions between 
financial flows and the various valuation effects. The results for Swiss assets 
are presented in Figure 9 (where we present annual sums for clarity). Financial 
transactions (dotted bars) always make a positive contribution, except in 2008 
when banks pulled back. The adverse impact of the strengthening Swiss franc is 
visible in the negative valuation effects stemming from exchange rate movements 
(hatched bars). This is especially pronounced at times when safe haven flows 
pushed the franc higher (the global financial crisis in 2008 and the Greek crisis 
in 2010) and when the SNB abandoned the floor against the euro in 2015. The 
collapse in asset prices led to large losses in 2008, and the recent boom in financial 
markets led to gains (white bars). The relatively limited impact of asset prices is 
explained first by the fact that FDI is not measured at market value, and second 
by the relatively high share of bonds in Swiss assets (bond prices move by less 
than equity prices).
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Figure 9: Asset changes (% GDP)
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Turning to liabilities (Figure 10), we also observe a collapse in financial 
transactions in 2008. These have subsequently remained at a moderate level. As 
most Swiss liabilities are in Swiss francs, there is little exchange rate valuation 
effect. The impact of asset price movements is more substantial, reflecting foreign 
investors’ holdings of Swiss equity, with large losses in the 2008 crisis followed 
by uneven gains thereafter.

Figure 11 presents the impact of the various drivers on the NIIP. Financial 
transactions are always positive,10 reflecting the persistent current account 
surplus. The strength of the Swiss franc translated into large losses in 2008, 2010 
and 2015. The role of asset prices is more moderate. Interestingly, they led to 
a gain during the 2008 crisis. This simply reflects the fact that Switzerland is a 
net debtor in portfolio equity, and thus the global collapse primarily reduced its 
liabilities. We also observe that other valuation effects are sizable but show no 
systematic pattern.

10 One exception is observed in 2008. In that year the current account remained positive, and the absence of net 
financial flows reflects the statistical error.
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Figure 10: Liabilities changes (% GDP)
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Figure 11: NIIP changes: total (% GDP)
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A synthetic view of the drivers of the NIIP is presented in Figure 12, which sums 
the values of Figure 11 across years (all values are expressed as a percentage 
of 2017 GDP). Over the last seventeen years (first column) the increase of the 
NIIP only represents a third of the accumulated financial transactions. This large 
gap, equivalent to 110% of annual GDP, is a direct result of the strengthening 
of the franc and the resulting valuation losses. The right-hand part of the chart 
distinguishes between the years before the global financial crisis, the acute phase 
of the crisis (2008-2009) and the subsequent years when the SNB took on a 
growing role. Exchange rate losses were already sizable before the crisis, but have 
become more pronounced in recent years. Other valuation effects are negligible 
when we consider several years, as they average out from one year to the next. 
Over the whole period, the NIIP has been almost exclusively driven by financial 
transactions and the offsetting valuation impact of exchange rate movements.

Figure 12: NIIP change (sums, % 2017 GDP)
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5 Returns and hedging characteristics of Swiss foreign assets

5.1 An exorbitant burden?

Our estimates of the valuation affect allow us to compute the rates of returns on 
assets and liabilities. Computing the yields (interest and dividends in percentage 
of the initial position) is straightforward as the streams of dividend and interest 
payments are recorded in the balance of payments. However, yields represent 
only a partial picture as assets generate a payoff via capital gains as well. We 
therefore need to compute the overall rate of return, which also includes the 
capital gains and losses. Fischer, Groeger, Sauré and Yesin (2018) show, for 
instance, that the treatment of reinvesting earnings can substantially distort the 
yield on portfolio equity, especially for financial centers such as Switzerland.

The computation of meaningful rates of return requires good estimates of the 
capital gains and losses stemming from exchange rate and asset prices. While one 
may be tempted to simply take the overall valuation (i.e., the change in position 
net of financial flows), this is not adequate, as pointed out by Curcuru, Dvorak 
and Warnock (2013). Doing so would treat the “other valuation” as a true capital 
gain or loss. However, this category mainly reflects changes in the coverage of 
the underlying surveys, or revisions across data vintages that cannot be precisely 
attributed to capital flows in specific years. These adjustments do not represent 
actual gains or losses on financial holdings. We therefore focus on our estimates 
of valuation effects stemming from asset prices and exchange rates, and compute 
the rates of returns on assets in category i (FDI, portfolio, SNB reserves, other) 
as follows:
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where rA,i,t is the rate of return, SA,i,t the yield, EarningsA,i,t the value of dividend 
and interest payments in quarter t, FX_ValuationA,i,t the capital gains or losses 
resulting from exchange rate movements between the end of quarter t-1 and the 
end of quarter t, Price_ValuationA,i,t the capital gains or losses resulting from 
asset price movements, and Ak

t-1 the position at the end of quarter t-1. The rate of 
return on liabilities is computed in a similar way.

Table 1 presents the average value of the rates of returns (quarter-on-quarter, 
annualized rate) over the whole sample. The top panel presents yields, while 
overall rates of return are shown in the bottom panel. Each panel shows the 
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figures for assets and liabilities, and the difference between the two. In addition 
to the numbers for the overall investment position, we present the figures for the 
total excluding FDI (as this category is not measured at market value), the private 
position (excluding SNB reserves), FDI, overall portfolio investment (and equity 
and debt separately) and other investments.

In terms of yields, Switzerland benefits from a moderate advantage, earning 
a higher yield on its assets than foreign investors do on their investments in 
Switzerland. This reflects the asymmetric composition of the Swiss international 
investment position, with high-yield investments representing a larger share of 
assets than liabilities.11

The situation is quite different once we take account of the valuation effects of 
exchange rates and asset prices. Taking this broader view shows that Switzerland 
faces an adverse pattern of paying a higher return to foreign investors than it gets 
from its investment abroad. The gap amounts to 1 percentage point overall, and 
is particularly pronounced in FDI and portfolio equity. The large negative gap for 
portfolio reflects the composition of this category, with a net creditor position in 
low-return bonds and a net debtor position in high-return equity.

Switzerland thus does not appear to benefit much from the high leverage of 
its international investment position – quite the contrary. A caveat with the 
computations presented in Table 1 is that valuation effects are highly volatile, 
and therefore so are total returns. Obtaining more solid estimates requires either 
constructing long time series, as Gourinchas and Rey (2005) do, or focusing 
on categories where highly disaggregated and reliable data are available, as 
Curcuru, Dvorak and Warnock (2013) do.

11 This explains why the overall differential for private holdings (0.4%) is higher than the gap of any of the 
subcategories.
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5.2 The hedging properties of the NIIP: Empirical framework

5.2.1 Income: GDP and financial returns.

Should the evidence above of a negative gap in the Swiss rates of return be a 
concern? Not necessarily, if the negative excess return on Swiss investors’ 
net assets is the price to pay for holding a portfolio that offers a good hedge 
against macroeconomic shocks. We therefore turn to assessing whether the Swiss 
international position offers such a hedge.

We start with a word of caution on the interpretation of our results. Our analysis 
provides stylized facts, showing whether the net return on Swiss assets increases 
when Swiss GDP is low at a specific horizon. The motives of various types of 
investment can differ, however, and are not observable. For instance, portfolio 
investment may be aimed at providing hedging against short-run movements 
in GDP, while FDI could have a much longer horizon. The most relevant 
horizon at which to assess the hedging properties could thus differ substantially 
across categories of assets. In addition, some investments can be driven by 
considerations other than hedging. The foreign exchange reserves of the SNB 
have been accumulated to fight the massive appreciation of the currency during 
the recent crisis. Even if these reserves offer limited hedging benefit, this may 
well be a price worth paying to avoid disruptive exchange rate movements.

Our framework starts with the definition of the overall income of Swiss residents, 
which includes GDP and the net return on foreign assets and liabilities:12

Inct = GDPt + NetFint, (3)

where the net financial income (earnings and capital gains) is NetFint = rA,tAt-1 – 
rL,tLt-1, At-1 and Lt-1 are the values of assets and liabilities at the end of period t-1, 
and rA,t and rL,t are the rates of return (including valuation gains from exchange 
rates and asset prices) in period t. 

We take the difference from one quarter to the next and scale by initial GDP:
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(4)

where Δ(Xt) = Xt – Xt-1. Equation (4) shows that the two components of the 
dynamics of income are the growth rate of nominal GDP and the change in the net 

12 More precisely, our measure of income from sources other than financial assets is the sum of GDP and the net 
income on labor services, which shows a small deficit for Switzerland.
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return scaled by GDP. Some nominal income hedging is achieved when the two 
components of equation (4) are negatively correlated, with for instance higher 
gains on foreign assets Δ(NetFint)/GDPt-1 in quarters where growth Δ(GDPt)/
GDPt-1 is low.

Computing equation (4) using the overall Δ(NetFint) sheds light on the hedging 
properties of the overall portfolio on assets and liabilities. We can also assess 
whether some categories of financial holdings (SNB reserves, for instance) 
provide a good hedge by relying on Δ(NetFint) for that category.

A limitation of equation (4) is that we compare the net financial return with the 
growth of Swiss GDP. However, GDP growth can reflect two drivers, with different 
implications for hedging. A period of high growth in Switzerland and abroad 
reflects a global shock that we should not expect to be offset by cross-border 
financial returns. By contrast, international risk-sharing implies that asymmetric 
growth shocks should be offset by net financial transfers in the forms of earnings 
on assets or capital gains and losses. Specifically, we would expect a negative 
correlation between the net return and the gap between Swiss and foreign growth. 
A more proper specification is therefore to consider the difference between Swiss 
GDP growth and its counterpart in the rest of the world in equation (4).

NetFint is computed from our estimates. Swiss GDP growth is taken from the 
standard SECO data. We construct foreign growth as a weighted average of 
growth in the euro area, the United Kingdom, Japan and the United States, with 
the weights being those used in the SNB trade-weighted index. 

5.2.2 Splitting quantities and prices

The specification in equation (4) is written for the growth of nominal GDP. 
Growth in nominal GDP can be split into growth in real GDP and changes in the 
price deflator:
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(5)

Equation (5) allows us to assess the extent to which financial income provides 
a good real income hedging – through the comovements between Δ(NetFint)/
GDPt-1 and Δ(GDPt

real)/GDPt-1
real and a good income price hedging – through 

the comovements between Δ(NetFint)/GDPt-1 and Δ(Pt
GDP)/Pt-1

GDP. This latter 
measure can be interpreted as hedging of the terms of trade.
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5.2.3 Purchasing power of income

We also consider the purchasing power of income, which is income from equation 
(3) deflated by the consumer price index:
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Taking the first difference of (6) we write:
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(7)

The extent of purchasing power of income hedging reflects the extent to which 
movements in net financial income Δ(NetFint)/GDPt-1 offset changes in the 
nominal income adjusted by the cost of purchasing a consumption basket, 
Δ(GDPt)/GDPt-1 – (1 + NetFint-1/GDPt-1)(Δ(CPIt)/Δ(CPIt-1)).

In addition to considering the movements in the Swiss purchasing power of 
income, we undertake our analysis in terms of its difference relative to the foreign 
counterpart as motivated above. Denoting the exchange rate by S (expressed 
in Swiss francs per unit of foreign currency), and recalling that the Swiss net 
financial income mirrors the foreign one, the corresponding foreign measure is: 
Δ(GDP*t)/GDP*t-1 – (1 – NetFint-1/St-1GDP*t-1)(Δ(CPI*t)/(CPI*t-1).

5.2.4 Time horizon

We consider two types of periods for the analysis of equations (4) and (7). We 
first take quarter-to-quarter changes, with, for instance, t-1 and t being 2007 Q1 
and 2007 Q2. This measures the hedging properties of the portfolio at a high 
frequency. Agents may care more about the hedging at longer horizons, however, 
and a portfolio that provides a good hedge of annual movements of income is 
valuable even though it may not hedge well fluctuations from one quarter to the 
next.

We therefore also consider four-quarter blocks, with, for instance, t-1 covering the 
2007Q1 to 2007Q4 and t going from 2008Q1 to 2008Q4. The various variables 
are then taken as averages over the four quarters. 13

13 Another possility is to rely on annual data, which however substantially limits the sample.



22 Nicolas Stoffels and Cédric Tille

5.3 The hedging properties of the NIIP: Some a priori economic 
considerations  

What can we expect a priori regarding the ability of the Swiss foreign assets and 
liabilities to hedge business cycle movements? Three important characteristics 
stand out:

• the long positions in foreign currencies – with a strong Swiss franc leading to 
low (or negative) values of Δ(NetFint);

• the safe haven motive of capital flowing into Switzerland, and appreciating 
the franc, in times of adverse global conditions; and

• the large short position in equity (with foreign investors holding a big share 
of Swiss multinational firms), which means that rising global stock prices 
affect valuation negatively.

The hedging properties are likely to depend substantially on the specific shocks. 
A surge of capital inflows fuels an appreciation of the Swiss franc, causing both a 
deterioration of trade competitiveness and growth and adverse valuation effects. 
The Swiss external portfolio is then a poor hedge and magnifies income risk 
instead of reducing it.

By contrast, hedging properties are likely to be more favorable in the case of a 
domestic demand shock. Higher Swiss demand leads to higher growth, as well 
as a strengthening of the currency leading to valuation losses on the portfolio. In 
this case, the portfolio is a good hedge as the valuation losses offset the gain in 
terms of growth.

In addition to movements in exchange rates, the specific composition of Swiss 
foreign assets adds a layer of complexity. Consider a favorable growth shock in 
foreign countries. In this case, Swiss growth is low relative to foreign countries 
(even though it may be high in absolute terms). If the shock increases global asset 
prices (including those of Swiss multinational firms) and depresses bond prices as 
foreign interest rates print higher for some time, the portfolio acts as a poor hedge 
as Swiss foreign assets are short on equity and long on bonds. By contrast, if the 
positive foreign shock strengthens the currencies of these countries, the portfolio 
then represents a valuable hedge.

The examples listed above are far from an exhaustive list of economic shocks, 
and is it hard to build a clear a priori expectation of the hedging properties of the 
Swiss international portfolio. That said, given the currency position and the safe 
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asset motive for capital flows into Switzerland, one can expect the portfolio to 
provide only a limited hedge.

5.4 The hedging properties of the NIIP: Empirical results

5.4.1 Broad pattern

We start by illustrating the comovements of Δ(GDPt)/GDPt-1 (in terms of the 
Swiss – foreign difference) and Δ(NetFint)/GDPt-1 in equation (4). Figure 13 
shows a scatter plot of nominal GDP growth (Swiss minus foreign, quarterly rate) 
on the horizontal axis and the net return on the vertical axis (scaled by quarterly 
GDP). We contrast the pre-crisis period (triangles) with the acute crisis phase 
(2008-2009, circles) and the subsequent period of rising SNB role (2010 and 
later, squares). The pre-crisis period shows some visual evidence of a negative 
correlation. This correlation is less apparent in the post-crisis years, with a clear 
outlier corresponding to the first quarter of 2015 when the exchange rate floor 
was abandoned.14 The figure also shows that the net financial income fluctuates 
much more than GDP, which is not surprising as it entails volatile capital gains 
and losses.

Figure 13: Nominal GDP - NetFin return (quarterly)
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14 Specifically, NetFint moved from CHF+23 billion in the last quarter of 2015 to CHF-164 billion in the first quarter 
of 2015, with GDP in the last quarter of 2014 amounting to CHF164 billion (quarterly rate).



24 Nicolas Stoffels and Cédric Tille

Figure 14 is constructed along the same lines as Figure 13, but considers the 
changes from one four-quarter period to the next (non-overlapping) period, 
following equation (7). The scatter plot shows little negative correlation, except 
for the post-crisis period. Interestingly there are no stark outliers, and the 
magnitude of net financial income movements is reduced by half compared to 
Figure 13. This indicates that extreme quarter-to-quarter movements tend to be 
reverted in subsequent quarters.

Figure 14: Nominal GDP - NetFin return (4 q)
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5.4.2 Hedging from quarter to quarter

We turn to a more rigorous assessment of the hedging pattern by computing the 
correlation between the Swiss minus foreign growth gap and net return. In this 
section we consider the quarter-to-quarter movements. 

Figure 15 presents the correlation for the four types of hedging we consider: 
nominal income hedging (top-left panel), real income hedging (top-right 
panel), income price hedging (bottom-left panel) and purchasing power of 
income hedging (bottom-right panel).15 Each panel presents the correlation for 
several asset categories for the net financial return. From left to right, we show 
the correlation based on the total holdings of assets and liabilities, the private 
holdings excluding SNB reserves, the SNB reserves, the total holdings excluding 

15 We set the same vertical scale for all four panels for ease of comparison.
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FDI, and the holdings of portfolio positions (debt and equity) for which we are 
confident that our estimates closely match those provided by the SNB. For each 
we show the correlation over the entire sample, the years before the crisis (until 
2007Q4, hatched bars), the years including the acute phase of the crisis in the 
United States (until 2009Q4, black bars) and the years since 2010Q1, when the 
SNB took a prominent role (dotted bars).

Four points emerge from the evidence on nominal income hedging (top-left 
panel). First, the ability of net financial income to hedge GDP is minimal, with the 
coefficients being at best moderately negative. Second, hedging properties have 
improved over time, with correlations becoming negative since 2010. Third, the 
hedging ability is strongest for private non-FDI holdings, in particular portfolio 
investment. Finally, private holdings offer a better hedge than SNB reserves, 
which exhibit a positive correlation with the cycle. 16

We next split the nominal income hedging between hedging of real income 
(top-right panel) and income price (bottom-left panel). We see that hedging is 
primarily driven by real income, although it remains limited. We again observe 
that hedging is stronger for non-FDI assets, in particular portfolio, with SNB 
reserves offering little offset of income fluctuations.

The last step assesses the hedging of purchasing power of income, that is, income 
deflated by the CPI (bottom-right panel). Three points emerge. First, hedging 
is only present in the years since the crisis, with net financial income instead 
amplifying deflated GDP movements before that. Second, even in recent years 
hedging remains limited. Third, we again see stronger hedging for non-FDI and 
portfolio investment, especially in contrast to SNB reserves.

Overall, our analysis of movements from one quarter to the next shows that the 
foreign portfolio offers a very limited hedge against movements in GDP. This 
is mostly the case in recent years and is driven by non-FDI private investment, 
especially in portfolio holdings. Figure A.10 in the appendix presents the analysis 
considering only movements in Swiss GDP (i.e., without contrasting them with 
their foreign counterparts). The pattern is broadly similar, with only moderate 
hedging, concentrated in recent years. The only difference is a stronger GDP 
price hedging since 2010.

16 The hatched and black bars for SNB reserves are of little interest given the marginal role of reserves before 2010.
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Figure 15: Correlation of net financial income with GDP
 Swiss – Foreign GDP growth, quarter-to-quarter changes
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5.4.3 Hedging over a four-quarter horizon
The analysis in Section 5.4.2 focused on hedging at a short one-quarter horizon. 
However, the economic well-being of Swiss residents is likely to be more 
affected by the hedging over longer horizons. We therefore extend our analysis to 
movements in financial returns and growth over periods of four quarters.

Figure 16 shows the hedging of the various components of income and is 
constructed in the same way as Figure 15. Looking at the nominal income hedging 
(top-left panel) reveals five points. First, hedging is stronger than at the horizon of 
one quarter (the scale being doubled from the previous figure). Second, hedging 
was weak during the most acute phase of the crisis, with the coefficients including 
2008-9 (black bars) being much smaller than before the crisis (hatched bars). 
Third, hedging has strengthened in the years following the most acute phase of 
the crisis. Fourth, the holding excluding FDI and portfolio investment provide the 
stronger hedging, with a correlation of nearly -50% in recent years. Finally, the 
SNB reserves offer limited hedging.

Turning to the hedging of real income and prices (top-right and bottom-left 
panels), we see that hedging of real income has remained steady through time, 
except for the acute years of the crisis. In recent years, SNB reserves offer similar 
hedging as the privately held portfolio. The improvement in nominal income 
hedging thus comes entirely from the relative price of GDP between Switzerland 
and the rest of the world, and has been driven by non-FDI holdings, especially 
portfolio investment.

The final step is to assess the hedging of income purchasing power (bottom-right 
panel). We observe that hedging is sizable and has strengthened over time. As 
seen above, it is driven by the non-FDI portfolio, and especially privately held 
investments.

Overall, we find evidence that foreign assets and liabilities offer a better hedge 
for growth at longer horizon than they do on a quarter-to-quarter basis. The hedge 
has improved in recent years for nominal income and for the purchasing power 
of income. If we consider GDP movements solely for Switzerland instead of 
contrasting them with the rest of the world (see Figure A.11 in the appendix), we 
see a deterioration of hedging, except for the income price, and weak hedging for 
the purchasing power of income. This shows the importance of taking a cross-
country view. Swiss growth may have weakened during the euro crisis, but it 
behaved quite differently from growth in the rest of the world.
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Figure 16: Correlation of net financial income with GDP
 Swiss – Foreign GDP growth, 4 quarter-to-4 quarter changes
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6 Conclusion

This paper presents estimates on the valuation gains from exchange rates and 
assets prices for the Swiss international investment position, building on 
improvements in the Swiss statistics, which now include a partial breakdown 
between various sources of capital gains. We show that Switzerland has faced 
sizable losses from the strength of the franc, even before the crisis. These losses 
translate into a negative return differential between Swiss assets and liabilities.

Our main contribution is to assess the hedging properties of the Swiss international 
investment position. Specifically, we consider whether the gains on the position 
(earnings and capital gains) occur at times of weaker growth. Assessing the 
presence of hedging benefits is important, given that Switzerland tends to suffer 
from persistent capital losses on its foreign assets. The presence of hedging 
properties would offer a partial compensation for such losses.

We find little evidence of hedging benefits when looking at movements from 
one quarter to the next. While the foreign portfolio offers some hedge against 
movements in nominal GDP, as well as the purchasing power of income in terms 
of the consumption basket, the magnitude of this effect is small. The situation is 
more favorable when considering movements over four quarters, a horizon that 
is more economically meaningful. We find evidence of hedging benefits of the 
portfolio of foreign assets and liabilities, with these benefits increasing in recent 
years. The finding of hedging benefits in recent years may appear surprising in 
light of the sizable appreciation of the franc. It is important to bear in mind that 
hedging is assessed in terms of Swiss growth relative to foreign growth, and 
not in terms of Swiss growth alone. While the Swiss economy has experienced 
a slowdown due to the strong franc, the situations of other countries have been 
even more challenging, especially in Europe. The cost of the strong Swiss franc 
can then be seen as offsetting the relatively favorable Swiss growth performance.

Our analysis allows us to contrast the hedging properties of the reserves held 
by the SNB against those of the private portfolio. We find that private holdings 
tend to offer a better hedge than reserves. Of course, this does not question the 
adequacy of reserve accumulation. First, the policy was driven by other reasons. 
Second, absent reserves accumulation, the Swiss franc would have appreciated 
much more, which would have substantially affected the hedging properties of 
the private portfolio. Finally, the policy of reigning in the appreciation may offer 
hedging benefits over the medium run, beyond the horizon that we considered.

Our work is a first step towards assessing the sizable Swiss foreign asset position 
against the business cycle, and there are several avenues for future research. First, 



30 Nicolas Stoffels and Cédric Tille

the hedging properties of the overall returns could be split between the impact 
of earnings, exchange rate movements, and changes in asset prices. Second, 
the pattern could be assessed at a finer level, for instance contrasting the role of 
gross assets and gross liabilities. Third, our assessment considers unconditional 
correlations. It is likely that the hedging properties would be quite different 
depending on the exact nature of the underlying shocks.

Finally, we show that the hedging properties are sensitive to whether or not FDI 
positions are included. This suggests that a finer analysis of the FDI positions 
would be a promising avenue for future work. A first line of research would be 
to compute market valuation of FDI holdings; a second topic would be to split 
the holding of FDI (and other categories of assets) that are linked to pass-through 
capital of foreign multinationals, following SNB (2017).
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Appendix A: Data and adjustments

A.1 Data sources

The data on the Swiss international investment position are obtained from the 
SNB website (a more detailed currency decomposition was provided directly by 
the SNB statistics department). Data on capital flows are from the balance of 
payments statistics published by the SNB.

Bilateral exchange rates and effective exchange rate weights are taken from the 
SNB website. Equity and bond prices are from Datastream and Bloomberg, via 
the SNB internal database.

GDP numbers are from the websites of SECO (Switzerland), the Bureau of 
Economic Statistics (United States), Eurostat (euro area and United Kingdom) 
and ESRI (Japan).

A.2 Exchange rate valuation

The international investment position data on the SNB website split holdings into 
positions denominated in Swiss francs, US dollars, euros, precious metals, and 
all other currencies. The SNB statistics department provided us with the value of 
positions denominated in yen and British pounds.

The SNB website does not split the flows of financial transactions in the balance 
of payments by currencies. The SNB statistical department provided us with 
estimates of financial transactions by currency for portfolio investment since 
2002Q1. For other categories of holdings, and for earlier quarters, we estimate 
the currency composition of financial transactions in a quarter t by applying 
the shares of the various currencies in the corresponding holdings at the end of 
quarter t-1.

We use bilateral exchange rates against the countries included in the SNB 
exchange rate statistics17 and take end of month/quarter values. We compute an 
exchange rate for the “other currencies” by taking an index of the currencies 

17 The countries covered are the euro area, United Kingdom, Denmark, Norway, Czech Republic, Hungary, Poland, 
Russia, Sweden, Turkey, United States, Canada, Argentina, Brazil, Mexico, South Africa, Japan, Australia, China, 
Hong Kong, South Korea, Malaysia, New Zealand, Singapore, and Thailand. As the Turkish lira went through 
currency redenomination in January 2015, we adjust the December 2014 number by taking the January 2015 
number times the depreciation rate between January and February 2015. Numbers before December 2014 are 
adjusted by taking a rule of three using the adjusted and unadjusted December 2014 numbers. The exchange rate 
for Turkey is adjusted to take account of the redenomination of the lira in January 2005.
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(other than the US dollar, euro, yen and British pound) using the annual trade 
weights used by the SNB in its effective exchange rate index, available on its 
website. We attribute the annual value to the month of June and use a linear 
interpolation for the other months. The index is computed as:
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(A.1)

where FX_Indexi,t is the index of the exchange rate of country I (excluding the 
four for which we have the specific positions), with a higher value of the index 
denoting a stronger Swiss franc relative to the foreign currency.

The valuation effect from exchange rate movements for a position in currency i 
between quarters t-1 and t is (recall that a higher value of the exchange rate index 
represents a stronger Swiss franc):
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where Posi,t-1 is the position in the currency at the end of quarter t-1 and Flowsi,t 
is the financial transactions in quarter t for i = US dollar, euro, yen and British 
pound, and index of other currencies (A.1).

A.3 Asset price valuation

We rely on stock prices, bond prices, and the price of gold. The price of gold 
is used to compute the valuation change for position denominated in precious 
metals. All prices are measured at end of month/quarter.

Stock and bond price indices are obtained for the euro area, the United States, 
Japan, the United Kingdom, and Switzerland. Stock prices for the euro area 
are only available since 2002. For the quarters before that, we extend the index 
backward by applying the average of the percent changes in indices for Germany 
and France.

Sovereign bond prices start in 1999Q1. The sovereign bond index for the euro 
area only starts in 2001Q4. For prior quarters we extend the index backwards by 
applying the average of the percentage changes in indices for German and French 
quarters. We combine sovereign and corporate bonds indices in a composite 
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index using the share of sovereign bonds in holdings of long-term debt securities 
since 2001Q4 (the share for earlier quarters is set at the share of 2001Q4). The 
share of sovereign bonds is computed by the SNB statistics department for assets 
and for liabilities. The share is computed only for overall bond holdings and not 
at the level of individual currencies. For assets, we assume that the share is the 
same across currencies. For liabilities, we assume that sovereign bonds are only 
in Swiss francs. As corporate bond prices do not go back earlier than 2000Q3, we 
backtrack the index using the sovereign price index.

Asset prices for the various countries are applied to the positions denominated 
in these countries’ currencies. We do not compute any price valuation change for 
positions in “other currencies”. The valuation effect from asset prices movements 
for a position in currency i between quarters t-1 and t is:
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The specific computations are as follows for the various categories:

• No valuation effect of price changes is computed for FDI, as these are 
measured at book value.

• Holdings in shares in portfolio equity are valued using stock prices.

• Holdings of collective investment schemes in portfolio equity are split into 
schemes invested in equity, bonds, or liquid assets (such as bank accounts) 
using data from the SNB. Investment schemes in equity are valued using 
stock prices, while schemes invested into bonds are valued using the 
composite sovereign and corporate bond price index. No price valuation 
change is computed for collective investment schemes in liquid assets.

• Portfolio debt is valued using the composite sovereign and corporate bond 
prices for holdings of long-term debt. No adjustment is made for holdings of 
short-term debt as we assume these to be held to maturity shorter than one 
year.

• No effect is computed for the holdings of “other” as these consist mostly of 
bank loans.

• The valuation effect of prices changes for SNB reserves is taken as the 
residual from the change in the position minus capital flows and the valuation 
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impact of exchange rate. As the SNB reserves are well measured, we assume 
that there is no “other valuation” change.18 

A.4 Comparison with SNB estimates of valuation changes for portfolio 
holdings

In a special topic section of SNB (2018), the Swiss National Bank published 
estimates of the composition of annual changes in the value of portfolio holdings 
from 2002 to 2017. Our estimates are computed at a quarterly frequency for 
portfolio equity, portfolio short-term debt, and portfolio long-term debt. We 
aggregate our estimates at an annual frequency and check our numbers against 
the estimates computed by the SNB.

The valuation changes for assets are shown in Figures A.1-A.3 (foreign exchange 
valuation, price valuation, and other valuation, respectively), which contrast 
our estimates and the SNB numbers. The numbers are very close.19 This is also 
the case for the estimates for liabilities (Figures A.4-A.6) and the net position 
(Figures A.7-A.9).

Figure A1: FX valuation, assets (Chf billion)
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18 The only exception is in the second quarter of 2000, when the value of reserves jumps. We attribute this to the 
introduction of market valuation of some reserves and put the whole change (net of financial flows and exchange 
rate valuations) as an “other valuation” effect.

19 Small gaps in the foreign exchange valuation effect are due to the SNB using the US dollar exchange rate for 
positions in other currencies, whereas we use our composite exchange rate index.
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Figure A2: Price valuation, assets (Chf billion)
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Figure A3: Other valuation, assets (Chf billion)
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Figure A4: FX valuation, liabilities (Chf billion)
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Figure A5: Price valuation, liabilities (Chf billion)
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Figure A6: Other valuation, liabilities (Chf billion)
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Figure A7: FX valuation, net (Chf billion)
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Figure A8: Other valuation, liabilities (Chf billion)

 

-150

-100

-50

0

50

100

150

2000 2002 2004 2006 2008 2010 2012 2014 2016

Own estimates SNB estimate

Figure A9: FX valuation, net (Chf billion)
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Figure A10: Correlation of net financial income with GDP
 Swiss GDP growth, quarter-to-quarter changes
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Figure A11: Correlation of net financial income with GDP
 Swiss GDP growth, 4 quarter-to-4 quarter changes
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Comment on “Do Swiss foreign assets hedge the  
business cycle?” by Nicolas Stoffels and Cédric Tille

Pınar Yeşin1

Swiss National Bank

The paper by Nicolas Stoffels and Cédric Tille in this issue of Aussenwirtschaft 
addresses an important question regarding the cross-border financial integration 
of Switzerland. In particular, it examines the hedging properties of the Swiss 
net international investment position (NIIP) against the fluctuations in the Swiss 
GDP growth during 2000-2017. 

The analysis requires a meticulous estimation procedure in three steps. Stoffels 
and Tille first estimate the quarterly valuation changes in the Swiss international 
investment position (IIP)2 and its components. In a second step, the authors 
calculate the quarterly returns on the IIP and its components, taking into account 
investment income and the valuation changes due to exchange rate and asset price 
movements. In the third and last step of the paper, the authors empirically test 
whether the returns on the NIIP and its components are negatively correlated with 
the output growth differential between Switzerland and abroad. 

This paper provides a timely and relevant contribution to the literature in two 
ways. First, it documents the fact that valuation changes in the IIP can be volatile 
and substantial even during tranquil times; second, it reveals that a positive NIIP 
with a negative return can still be beneficial to an advanced economy from a 
consumption smoothing view. These findings indicate the need in international 
finance research to develop a better understanding of the risks and benefits of 
cross-border investment in future, irrespective of the current account balance.

The paper also contributes to the current policy debate on global imbalances. 
Developments in current account balances have until now dominated the 
policy debate with the underlying assumption that a current account surplus 
(deficit) leads to a one-to-one increase (decrease) in the NIIP of a country. In 
other words, valuation changes stemming from movements in asset prices and 
exchange rates have mostly been disregarded in the policy debate. Yet balance-
of-payments statistics, and in particular the integrated IIP statement, have 
repeatedly demonstrated that valuation changes are not negligible. Figure 1 
illustrates this point for a large sample of countries over a long horizon. The 

1 pinar.yesin@snb.ch. I thank Simon Bösenberg and Jeremias Kläui for their helpful comments and discussions. 
The views expressed in this article are those of the author and do not represent those of the Swiss National Bank.

2 The Swiss IIP comprises the stocks of external assets and liabilities between residents in Switzerland vis-à-vis 
residents of other countries. The difference between Swiss external assets and liabilities is the Swiss NIIP.
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significant divergence of observations from the 45-degree line indicates that 
valuation changes play a critical role in determining the evolution of the NIIP, 
along with cumulated current account balances. Considering the scale of the axes, 
covering between -500% of GDP to 500% of GDP, any small divergence from 
the 45-degree line appearing in this figure is economically substantial. Stoffels 
and Tille carefully study the case of Switzerland, indicated with a red point in 
Figure 1. In a nutshell, they calculate the breakdown of the vertical distance of 
the red point to the 45-degree line in terms of asset price changes, exchange rate 
changes, and other changes. Together, these items constitute the change in the 
NIIP that cannot be explained by transactions. Asset price changes and exchange 
rate changes are categorized as valuation changes, whereas other changes are 
mostly due to adjustments in survey populations and asset reclassifications. The 
authors conduct this meticulous estimation for both assets and liabilities and in 
various components and subcomponents of the IIP, and reveal that valuation 
changes have been volatile and substantial for Switzerland. Future research 
should therefore encourage a holistic approach in the policy debate on global 
imbalances, by estimating valuation changes for a larger group of countries. 
Because policy discussions nowadays presume that a current account surplus 
(deficit) is an indication of an undervalued (overvalued) currency and draw 
conclusions regarding the adequacy of monetary policy, valuation losses – in 
particular exchange rate losses – should be included in the policy debate, as 
Figure 1 suggests. 

Another important contribution by the current paper relates to external adjustment 
mechanisms. A few papers in the academic literature, such as Gourinchas and 
Rey (2007), document the “exorbitant privilege” of the US before the global 
financial crisis. The United States persistently enjoyed positive valuation changes 
that compensated its current account deficit such that the NIIP remained stable. 
Furthermore, despite the negative NIIP, the US investment income balance 
remained positive. Consequently, the United States exhibited a positive return on 
its NIIP before the global financial crisis. In a parallel manner, Stoffels and Tille 
document the Swiss “exorbitant burden” between 2000 and 2017 by considering 
the impact of both the valuation changes and investment income on the IIP. The 
authors show that returns on Swiss foreign liabilities were indeed higher than on 
foreign assets.3 This finding is remarkable with potential economic repercussions, 
also considering the fact that Switzerland has sizeable cross-border linkages to 
the rest of the world. Indeed, Swiss foreign assets amounted to more than seven 
times GDP and Swiss foreign liabilities were about six times GDP as of 2017. 

3  The return estimates in Stoffels and Tille are in line with Adler and Garcia-Macia (2018), who describe 
the stabilizing role of NIIP for a large group of countries including Switzerland. However, Adler and Garcia-
Macia (2018) can only provide a rough estimate of NIIP returns because they implicitly include other changes 
into valuation changes.



Comment on “Do Swiss foreign assets hedge the business cycle?” 43

Figure 1: Cumulated current account balances versus change in the NIIP 
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shown for 64 countries. In addition to these 64 countries illustrated in this figure, five 
countries lie outside of the scale. These five countries are Armenia (-536%; -369%), 
Georgia (-660%; -589%), Hong Kong (146%; 543%), Kyrgyzstan (-559%; 370%), and 
Moldova (-524%; -123%).

An important challenge in assessing hedging properties of the NIIP concerns the 
accuracy of return estimates, which in turn depend on the accuracy of valuation 
changes estimates. Stoffels and Tille meet this challenge by using aggregate 
data on both stocks and transactions as well as indices of exchange rates and asset 
prices to estimate valuation changes. The authors’ methodology is inspired by IMF 
(2009). However, the IMF’s External Debt Statistics: Guide for Compilers and 
Users (IMF, 2014) emphasizes the gain in accuracy when detailed information 
on individual assets and liabilities are used to estimate valuation changes, for 
example, in the form of a security-by-security dataset. But disaggregated data on 
individual assets and liabilities are not available for Switzerland; therefore, the 
authors use aggregate data and indices to calculate estimates of valuation changes. 
Hence, their methodology is loosely in line with IMF (2009). Consequently, 
the findings in the third step depend on the accuracy of their valuation change 



44 Pınar Yeşin

estimates. This feature of the estimation method should therefore be emphasized 
in the paper before interpreting the empirical results. 

To sum up, Stoffels and Tille contribute to both the academic literature and 
the policy debate with their paper. Yet their numerical results should be used with 
caution. As central banks have slowly started publishing integrated IIP statements 
– and therefore providing the missing link between stocks and transactions in the 
form of valuation changes and other changes – the return calculations shown by 
Stoffels and Tille may change in the future. In other words, the authors should 
ideally repeat the second and third steps of their paper after the Swiss National 
Bank starts publishing official valuation change estimates in the near future. 
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This paper investigates the relationship between demographics and the current account. We 
analyze the impact of recent demographic changes and provide a forecast of its future impact. 
Overall, we find a strong and robust, non-linear demographic effect. In particular, we find 
a positive association between the current account and the share of a population’s prime-age 
individuals and a negative association with the share of the elderly. Our forecast suggests that, 
given the dramatically aging population in most industrialized countries, demographics will likely 
decrease the current account balance in the near future in those countries.
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1 Introduction

The world is undergoing a major demographic transition. After the baby boom 
of the post-World War II period, fertility rates declined sharply in the late 1960s 
and have since remained at low levels in many countries.  At the same time, life 
expectancy has been continuously increasing. The consequence of these trends is 
a dramatically changing age distribution: the share of young people is decreasing, 
while the share of the elderly is rapidly increasing.

Figure 1 shows the evolution of the number of young, middle-aged and elderly 
individuals since 1960 for OECD countries. On average, these countries have 
recorded a tripling in the number of elderly people to date while the number of 
people aged 15-64 has grown much more slowly and the youngest cohort has 
stagnated. According to the United Nations’ “medium scenario”,2 this trend is 
projected to exacerbate in the future, with the share of those aged 65+ sharply 
increasing.

1 Corresponding author: Miriam Rinawi (miriam.rinawi@snb.ch). We would like to thank the participants of the 
Aussenwirtschaft workshop 2018 for very helpful comments and discussions. The views expressed in this study 
are the authors’ and do not necessarily reflect those of the Deutsche Bundesbank, the Swiss National Bank or the 
European University Institute. All remaining errors are our own. 

2 The medium scenario assumes that the fertility rate will stabilize at the replacement level. The replacement level 
fertility is defined as the fertility rate at which the domestic population exactly replaces itself from a generation 
to another. In industrialized countries, the replacement level fertility is around 2.1 births per woman.
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Figure 1: Past and forecast population levels by age group in the OECD
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In this paper, we examine the consequences of this demographic shift for the 
current account. Two broad approaches to modelling the current account exist. 
First, the elasticity approach views the current account as the sum of net exports 
and net investment income. It focuses on short-term factors, in which trade flows 
respond to exchange rates and aggregate demand (Goldstein and Khan, 1985; 
Marquez, 2002). Second, the absorption approach views the current account 
as the difference between national saving and investment. The latter approach 
focuses on medium-term factors such as policy stances and demographics (Chinn 
and Prasad, 2003; Gruber and Kamin, 2007) and, given our focus on the latter, 
is also the approach we adopt.

Although demographics are a common current account determinant in the 
literature, it has proven difficult to find an empirical measure that adequately 
captures the entire age distribution. Most studies use the age dependency 
ratio, which relates the share of a population’s dependents to its work force. 
These studies distinguish either between the old and young dependency ratio 
(e.g., Chinn and Prasad, 2003; Gruber and Kamin, 2007; Bosworth and 
Chodorow-Reich, 2007; Chinn and Ito, 2008a; Gagnon, 2011), the domestic 
and foreign dependency ratio (e.g., Hung and Gamber, 2010), or the current and 
future dependency ratio (e.g., Jaumotte and Sodsriwiboon, 2010). Moreover, 
some studies include the fertility rate (Brissimis et al., 2010) or the population 
growth rate (Jaumotte and Sodsriwiboon, 2010) as demographic measures. 
Others develop theoretical models and calibrate them using a population’s age 
composition (e.g., Henriksen, 2002; Domeij and Flodén, 2006). However, the 
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quantitative impact of these measures is sensitive to the model specification and 
the sample at hand.

Fair and Dominguez (1991) introduce a more robust measure. They propose 
using a polynomial combination of different age groups, thereby taking into 
account the entire age distribution. Their polynomial approach has the advantage 
of minimizing the number of parameters to be estimated, yet allowing for the 
identification of the cohort-specific impact. In this paper, we adopt this more 
robust measure and construct a third-degree polynomial structure that allows 
accounting for non-linear age effects.

To assess the impact of demographics on the current account, we extend the 
analysis of Higgins (1998). We first perform year- and country-fixed effects 
regressions, regressing the current account balance on the demographic 
polynomial alongside a number of controls. In a second step, we use the estimated 
coefficients and construct out-of-sample predictions. For the analysis, we use a 
panel of 49 countries over the period from 1970 to 2016. To forecast the future 
impact of demographics, we use the medium fertility version of the United 
Nations population forecast until 2050.

We find that the age coefficients describe a hump-shaped pattern; they are 
negative for the very young and become positive at around 30 years of age. 
They reach a peak at around 54 years, before declining sharply after retirement 
and turning negative shortly thereafter. Calculating average effects, we find an 
overall positive association between demographics and the current account in 
industrialized countries, which is driven by the large share of prime-age workers, 
i.e., individuals aged between 45 and 64. Conversely, our forecast shows a 
negative future impact of demographics in those countries, as the share of the 
elderly will have increased to the extent that it will offset the positive effect of 
prime-age workers.

The remainder of the paper is structured as follows. Section 2 develops our 
theoretical background, focusing mainly on the life-cycle hypothesis. Section 3 
details the empirical framework. Sections 4 and 5 present empirical results and 
sensitivity checks. Section 6 concludes.
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2 Theoretical background

Following the absorption approach, the current account is defined as the difference 
between national saving and investment. In an open economy, demographics 
should affect the current account by influencing saving or investment or both.3

Expectations about the effect of demographics on aggregate saving follow from 
the life-cycle model of Modigliani and Brumberg (1954) and Ando and 
Modigliani (1963). The life-cycle hypothesis suggests that individuals smooth 
their consumption and saving behavior over their life-cycle. This assumption 
implies that during their youth, individuals consume more than their income. 
The gap is usually financed through borrowing. During their professional lives, 
individuals accumulate savings. Finally, during their retirement phase, individuals 
dissave. This simple theory leads to the prediction that individuals exhibit a 
saving rate that rises with income during their professional life, and declines and 
turns negative during retirement. Saving rates should thus follow a hump-shaped 
pattern over the life cycle.

This individual-level prediction implies that a country’s aggregate saving 
rate depends critically on the relative size of different age cohorts within that 
country’s population. In particular, aggregate saving should rise when declining 
fertility rates reduce the number of young dependents. They should remain high 
for populations dominated by working adults, and finally decline as an increasing 
portion of the population becomes old and retires. As a result, the saving rate 
should be positively related to the prime-age share of the population. This model 
prediction is consistent with the currently high saving rates in many OECD 
countries. The demographic projections for these countries, however, point 
towards considerable future decreases in saving rates due to population aging.

Expectations about the effect of demographics on investment follow from the 
standard neoclassical model of economic growth. Output growth is determined by 
the rate of growth in the labor force, labor-augmenting technological change, and 
increases in capital per worker. While labor-augmenting technological change 
is considered exogenous, a close relationship exists between the labor force 
and capital: population aging implies a contraction of the future workforce. A 
slowing workforce growth or actual labor force contraction will reduce domestic 
investment opportunities because employers will have less need to provide 

3 In a closed economy, we would not expect any effect of demographics on the current account balance, as 
saving and investment would be forced to move together. However, to the extent that saving and capital are 
internationally mobile, this relationship decouples. The demographic effect can then drive a wedge between 
saving and investment. The counterpart of this wedge can be sizable net capital flows.
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new equipment and facilities for additional workers. As a result, we expect the 
investment rate to be positively related with the share of younger individuals in 
the population and negatively related with the share of the elderly.

The link between demographics, saving, investment, and capital flows has been 
addressed in a number of studies. Fair and Dominguez (1991) investigate 
effects of a changing US age distribution on various macroeconomic equations. 
They find that the changing age distribution has significant explanatory power 
in the consumption, housing-investment, money-demand, and labor-force-
participation equations. Focusing on Asian countries between the 1950s and the 
1990s, Higgins and Williamson (1997) find that increasing life expectancy and 
lagging declines in fertility had a significant effect on saving, investment and 
foreign capital flows. Higgins (1998) confirms this finding using a sample of 100 
countries between the 1960s and the 1990s. Rabah (2011) presents evidence of 
a differentiated relationship between the age structure and international capital 
flows using a sample of 115 countries between 1970 and 2000. Many other 
studies emphasize the importance of demographic factors in the determination 
of the current account, without necessarily focusing on this subject matter (e.g., 
Chinn and Prasad, 2003; Chinn and Ito, 2008a).

3 Empirical framework

3.1 Measuring demographics

Although the literature on current account determinants generally views 
demographics as an important explanatory factor, it has proven difficult to find 
a robust empirical measure that adequately captures the entire age distribution 
at the country level. A naive approach to measuring demographics would be to 
include the distribution of the population in year-age brackets. However, this 
approach raises two main issues. First, it would yield imprecise estimates because 
of the substantial multicollinearity of the many demographic variables. The finer 
the division of the total population, the larger the correlation between consecutive 
age cohorts. Second, the unconstrained coefficient estimates may jump back and 
forth between close age cohorts in an economically puzzling fashion.

A way of overcoming these estimation problems is suggested by Fair and 
Dominguez (1991) and applied by Higgins and Williamson (1997), Higgins 
(1998) and most recently by SVR (2011), Arnott and Chaves (2012) and 
Juselius and Takàts (2015). The idea is to limit the differences between the 
estimated effects of consecutive age cohorts by restricting the population 
coefficients to lie on a P:th degree polynomial. This approach minimizes 
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the number of estimated parameters and still allows the identification of the 
demographic effect by accounting for the entire age distribution.

To derive our estimation equation, we start from the naive approach of including 
all age cohorts. The equation can be defined as follows:

yi,t = αi + θt + a1Age1i,t + a2Age2i,t + ... + a17Age17i,t + δXi,t + ui,t  (1)

where yi,t is the current account balance and Xi,t is a vector of controls. αi is a 
country fixed-effect, θt is a year fixed-effect and the error term ui,t is assumed 
to be independent and identically distributed with mean 0 and variance σ2

u. 
Our main explanatory variables, Ageji,t (with j = 1, 2, ... , 17), are 17 five-year 
age cohorts going from 0-4 to 80+. Each cohort is expressed as a share of the 
country’s total population. We then follow Fair and Dominguez (1991) and 
define the age coefficients a as a polynomial combination. Specifically, we define 
the a coefficients as a cubic function of j

aj = β0 + β1j + β2j2 + β3j3 for j = 1, 2, ... , 17  (2)

Substituting equation (2) into equation (1) and rearranging the terms to factor out 
the β coefficients, we obtain:

yi,t = αi + θt + β0(Age1i,t + Age2i,t + ... + Age17i,t)

 + β1(Age1i,t11 + Age2i,t21 + ... + Age17i,t171)

 + β2(Age1i,t12 + Age2i,t22 + ... + Age17i,t172) (3)

 + β3(Age1i,t13 + Age2i,t23 + ... + Age17i,t173)

 + δXi,t + ui,t

Defining the age polynomials as Ppi,t = (Age1i,t1p + Age2i,t2p + ... + Age17i,t17p) 
for p = 0, 1, 2, 3, our initial estimation equation (1) modifies to:

yi,t = αi + θt + β0P0i,t + β1P1i,t + β2P2i,t + β3P3i,t + δXi,t + ui,t (4)

The definition of Agei,t as the share of cohort j of the country’s total population 
implies P0i,t = (Age1i,t +Age2i,t  + ... + Age17i,t) = 1. Since the country fixed effects 
also sum to a constant, these two items are perfectly correlated. To overcome 
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the perfect collinearity, we further restrict the coefficients, imposing Σ17
j=1aj = 0.4 

This additional constraint implies that demographics do not enter our estimation 
equation if (i) there is no effect of demographics on the current account, or (ii) the 
population of a country is uniformly distributed across age cohorts.

Furthermore, from the zero-sum constraint in Fair and Dominguez (1991), it 
follows that:

β0 = −β1
1

17

17∑
j=1

j − β2
1

17

17∑
j=1

j2 − β3
1

17

17∑
j=1

j3  (5)

Inserting equation (5) into equation (3), we then get the following three variables, 
Zp, which finally enter our estimation equation:

Z1i,t = (Age1i,t1 + Age2i,t2 + · · · + Age17i,t17) − 1

17

17∑
j=1

j
17∑
j=1

Ageji,t

Z2i,t = (Age1i,t1
2 + Age2i,t2

2 + · · · + Age17i,t172) − 1

17

17∑
j=1

j2
17∑
j=1

Ageji,t

Z3i,t = (Age1i,t1
3 + Age2i,t2

3 + · · · + Age17i,t173) − 1

17

17∑
j=1

j3
17∑
j=1

Ageji,t

 
(6)

3.2 Estimation equation

The model we estimate treats the current account as a function of the population's 
age distribution alongside a number of control variables. As laid out in the 
previous subsection, our estimation equation is given by:

yi,t = αi + θt + β1Z1i,t + β2Z2i,t + β3Z3i,t + β3P3i,t + δXi,t + ui,t (7)

where yi,t is the current account balance, Zi,t is the demographic vector that is 
constructed using a third-degree polynomial structure, and Xi,t is a vector of 
controls. As previously laid out, αi is a country fixed-effect, θt is a year fixed-effect 
and the remaining error term ui,t is assumed to be independent and identically 
distributed with mean 0 and variance σ2

u.

To recover the age-group coefficients from the demographic vector Zi,t, we have 
to follow four steps. First, we define Z1i,t, Z2i,t and Z3i,t according to equation (6). 
Second, we estimate equation (7) to obtain the estimated coefficients for the Zs. 

4 For a detailed explanation of the restriction see Almon (1965) and Smith and Giles (1976).
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Third, we construct β̂0 following equation (5). Fourth, we calculate the individual 
age-group coefficients using equation (2). As a consistency check, one can verify 
whether the individual age-group coefficients sum up to zero. Note also that 
the relationship given in equation (2) is linear. It is therefore straightforward to 
recover the standard errors for the cohort-specific estimates form the covariance 
matrix associated with the Zs estimates.

For the control variables, we assume a linear relationship with constant marginal 
effects over the population cohorts such that we can directly interpret them upon 
running the regression. We follow previous literature for the choice of control 
variables and control for domestic wealth abroad, the openness of an economy, 
the financial openness, the GDP growth rate and for the price level of investment 
as a measure of the productive capacity.

In a final step, we follow the procedure introduced by Higgins (1998) and 
multiply the estimated Z coefficients, β, with the country-specific Zs. This allows 
us to identify and isolate the marginal impact of future demographic change on 
the current account balance for a specific country.

3.3 Descriptive statistics

Our sample includes the 49 countries that are part of the IMF’s external balance 
assessment (EBA). We gather yearly data from 1970 to 2016 from various 
publicly available sources, including the World Bank, the United Nations and the 
Penn World Table 9.0 (see Appendix A for an overview of the data sources and 
descriptions).

Table 1 shows the summary statistics. The current account spans from -17% to 
17% of GDP, saving lies between -1% and 52%, and investment between 10% 
and 46%. Because our current account measure has a mean of almost zero (it 
is -0.01%), there is no need to additionally weight our current account data to 
achieve cross-country consistency.

Our demographic polynomials, Demographic 1 to 3 in Table 1, which correspond 
to Z1i,t, Z2i,t and Z3i,t, are constructed using UN population data. The dataset 
provides yearly observations for 17 five-year age groups, spanning from ages 
0-4 to 80+. The polynomials are constructed according to equation (6) using all 
available cohorts. We note that | Z3 |>| Z2 |>| Z1 | because of the cubic structure 
explained in the subsection 3.1.
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Our six control variables are the log ratio of gross national income (GNI) and 
GDP, used as a proxy for domestic wealth abroad; the log of the sum of exports 
and imports scaled by GDP to proxy the openness of an economy; and the Chinn 
and Ito (2006) Index to measure financial openness. Moreover, we include the 
GDP growth rate in t and t−1 to gauge the general economic development. Finally, 
following Taylor (1994), we also include the price level of investment to control 
for its possible effects on saving supply or investment demand.

Table 1: Summary statistics of the baseline sample

Mean Min Max Std. dev.
Current account -0.01 -0.17 0.17 0.05
Saving 0.23 -0.01 0.52 0.07
Investment 0.23 0.10 0.46 0.05
Demographic 1 -2.02 -4.12 0.60 1.23
Demographic 2 -37.18 -67.63 8.99 19.58
Demographic 3 -597.91 -1013.57 121.86 283.54
Measure of domestic wealth abroad -0.02 -0.21 0.19 0.04
Openness of the economy -0.52 -2.28 1.03 0.52
Chinn-Ito index, normalized 0.57 0.00 1.00 0.37
GDP growth rate in t-1 0.09 -0.64 0.84 0.13
GDP growth rate in t 0.08 -0.64 0.84 0.13
Price level of investment 0.55 0.07 1.78 0.27

Note: The number of observations is 1,719.

4 Results

This section shows the empirical links between the national age distribution and 
the current account. The analysis proceeds along two lines. First, by applying 
panel-data techniques, we explore how the current account evolves over time in 
a given country in response to a changing age distribution. We estimate equation 
(7) with yearly data for the 49 EBA countries between 1970 and 2016. Second, 
we construct out-of-sample projections based on the previously estimated 
coefficients for an average-aged country in the sample.
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4.1 Panel regressions

Table 2 shows the results of our baseline regression. The demographic polynomials, 
Demographic 1 to 3, are all statistically significant. We test the joint significance 
of our three demographic variables by means of an F-test, which strongly rejects 
the null hypothesis of no joint significance.

Table 2: Baseline estimation results

Currrent account
Demographic 1 -0.432**

[0.19]
Demographic 2 0.062**

[0.03]
Demographic 3 -0.003**

[0.00]
Measure of domestic wealth abroad 0.069

[0.08]
Openness of the economy 0.000

[0.01]
Chinn-Ito index, normalized -0.009

[0.01]
GDP growth rate in t-1 -0.039***

[0.01]
GDP growth rate in t 0.016
Price level of investment -0.035**

[0.02]
Constant -0.098

[0.07]
Year and country FE Yes
Observations 1719
Countries 49
R2 0.190

Note: *** p < 0.01, ** p < 0.05, * p < 0.10. Standard errors in brackets and clustered at  
the country level. See Appendix A for variable definitions. The value of the F-test is  
F(3, 1667) = 39.52 for column (1), F(3, 1667) = 86.75 for column (2) and F(3, 1667) = 
55.87 for column (3).

Although it is tempting to interpret the sign and the magnitude of the polynomials, 
this is not straightforward. We first need to deconstruct the Zs as described in 
the previous section to know which age cohorts significantly contribute to our 
dependent variables.
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To engage in a discussion of the demographic factor, we need to look at the implied 
age-distribution coefficients. Figure 2 shows the age-distribution coefficients 
with their 90% confidence intervals. The coefficients show the marginal effect of 
the relative size of an age cohort on the dependent variable. The estimates point to 
statistically significant and economically powerful demographic effects. The age 
coefficients describe the “hump” pattern predicted by the life-cycle hypothesis.5 
They are negative for the young and become positive at around 30 years of age. 
They reach a peak in the mid-50s, decline sharply after retirement, and turn 
negative shortly thereafter.

Figure 2: Age-group coefficients decomposition of the baseline regression
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The coefficients are statistically significant for the cohort aged 0-4, those cohorts 
between 45 and 64, and the cohort aged 80+. The coefficients for the very young 
(0-4) and the very old (80+), however, have to be interpreted with caution due to 
the small number of observations.

Note that the negative coefficients for the elderly need not indicate that they are 
actually drawing down their stocks of assets. Instead, the burden of supporting 
the elderly might lead to lower saving by younger households. Alternatively, 
prime-age households with elderly parents might save less in anticipation of 
bequest receipts. The age coefficients are not behavioral parameters that describe 
the actions of agents belonging to different age groups, but instead capture the 
overall impact of individual age cohort sizes on the population’s saving behavior.

5 The “hump” pattern is also due to the assumption of a third-degree polynomial structure. Had we chosen a second-
degree configuration as Fair and Dominguez (1991), we would have obtained a parabolic shape. See Smith and 
Giles (1976) for the different polynomial structures and the resulting shape of the coefficients’ diagram.
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Our results are in line with previous findings, notably by Higgins and 
Williamson (1997), Higgins (1998), Fair and Dominguez (1991) and SVR 
(2011) and Arnott and Chaves (2012). However, note that the coefficients of 
the demographic variables capture how national saving and investment rates 
evolve in response to a changing national age distribution. Yet, the estimates are 
also influenced by changes in the world age distribution that take place during the 
sample period. The effects of a given change in a country’s own age distribution 
on its current account balance might be different when it occurs against the 
backdrop of a world population which is growing steadily older rather than 
steadily younger.

4.2 Forecast

Combining the demographic coefficients with the population forecast allows us to 
identify the marginal impact of demographic change on the current account. We 
simply multiply the estimated Z coefficients with the country-specific Zs.6 The 
caveat of this analysis is that these out-of-sample projections are ceteris paribus 
analyses and can neither capture global demographic change nor any change in 
the control variables. The cross-country consistency cannot be guaranteed.

Figure 3: Demographic factor projection for an average-age country
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Note:  The demographic impact on the CA balance is calculated as β̂1Z1 + β̂2Z2 + β̂3Z3.  
We use UN data, which provide forecasts of the population trends for several countries 
from 2017 to 2050.

6 Please note that we take the estimates of the previous regression without time fixed effects.
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Figure 3 depicts the forecast for a country with the typical median age in our 
sample.7 Figure 3 shows that this average-age country had a negative contribution 
of the demographic factor to the current account of about -2% of GDP from the 
1970s until the 1990s. The negative contribution started  to decrease in the 1990s 
and was around zero in 2000. Demographics have since positively contributed 
to the current account and is currently estimated to have reached the peak of its 
contribution, at around 1.5% of GDP. We forecast that the contribution of the 
demographic factor is likely to decrease to 0% by the beginning of 2040 and then 
turn negative again.

In the Appendix, we show the demographic factor projections for additional 
countries that might be of interest. For example, for Guatemala, the country with 
the youngest population in our sample, we observe that demographics have a 
strong negative effect on the current account. Currently, the impact is estimated 
at -4% of GDP. As the Guatemalan population is expected to age over time, our 
ceteris paribus forecast projects that the negative impact of demographics on 
the current account will steadily decrease over the coming decades and turn 
slightly positive by the year 2050. In contrast, for Japan, the country with the 
oldest population in our sample, we observe that the demographic influence 
on the current account reached its peak around 20 years ago.  The impact of 
demographics on the current account was positive and increasing from the mid 
1970s until 2000 and has been decreasing since. According to our forecast, Japan 
will switch from a positive to a negative contribution of the demographic factor 
at the end of the 2020s.

5 Sensitivity checks

This section presents a series of robustness checks of our main findings. First, as 
the current account is defined as the difference between saving and investment, 
we re-run our main regression and replace the dependent variable, the current 
account balance, with its respective components, saving and investment. Second, 
we replace our demographic polynomials with age-group cohorts to investigate 
the robustness of our demographics measure. Third, we investigate subsamples, 
differentiating between advanced and emerging market economies as well 
as between countries with young and old populations. Finally, we consider 
alternative control variables, following a recent contribution by Gagnon (2017).

7 In the Appendix, we show the demographic factor projections for different countries that might of interest. We 
include Guatemala, Japan, Switzerland and the United Sates.
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5.1 Saving and investment

Following the absorption approach, the current account is defined as the difference 
between national saving and investment. In an open economy, demographics 
should affect the current account by influencing saving or investment or both. We 
therefore re-run our baseline regression replacing our dependent variable with 
saving and investment. Table 3 shows the regression results and Figure 4 the age 
coefficients.

Table 3: Results for saving and investment

(1) 
Saving

(2) 
Investment

Demographic 1 -0.549** 
[0.27] 

-0.005 
[0.20]

Demographic 2 0.099** 
[0.04] 

0.021 
[0.03]

Demographic 3 -0.005*** 
[0.00] 

-0.001 
[0.00]

Measure of domestic wealth abroad 0.878*** 
[0.14] 

0.181 
[0.12]

Openness of the economy 0.076*** 
[0.02] 

0.061*** 
[0.01]

Chinn-Ito index, normalized -0.011 
[0.01] 

0.007 
[0.01]

GDP growth rate in t-1 0.016 
[0.01] 

0.055*** 
[0.01]

GDP growth rate in t 0.072*** 
[0.01]

0.031*** 
[0.01]

Price level of investment 0.014 
[0.02]

0.060*** 
[0.02]

Constant 0.092 
[0.07] 

0.189***
[0.05]

Year and country FE Yes Yes
Observations 1719 1719
Countries 49 49
R2 0.425 0.308

Note:  *** p < 0.01, ** p < 0.05, * p < 0.10. Standard errors in brackets and clustered at  
the country level. See Appendix A for variable definitions. The value of the F-test is  
F(3, 1667) = 39.52 for column (1), F(3, 1667) = 86.75 for column (2) and F(3, 1667) = 
55.87 for column (3).
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Figure 4: Age-group coefficients decomposition for saving and investment
(a) Saving
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(b) Investment
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Note:  Taking the βs estimates from equation (7) and generating β̂0 following equation (5), we 
define the 17 age-group coefficients as â j = β̂0 + β̂1j + β̂2j2 + β̂3j3 for j = 1, 2, ... , 17. 
The 90% confidence interval for the specification including controls is depicted in grey.
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When using saving as the dependent variable, we find the same demographic 
pattern as for the current account. However, the positive contribution starts earlier, 
at around age 24. The coefficients are positive and statistically significant from 
age 30 to around age 69, they turn negative and significant from age 70 onward. 
For the young, the coefficients are not significant. Therefore, while we find no 
support for the youth-dependency effect in this specification, we find a strong 
positive association of saving with prime-age workers and a strong negative 
association with the elderly.

For investment, the shape of the age group diagram is more parabolic than for 
saving and the current account. Although the Zs’ estimates are not significant in 
the regression, many cohorts show significant estimates after the decomposition. 
We see in Figure 4 that the age group spanning from 25 to 54 has a significantly 
positive impact on investment, whereas those older than 69 have a significantly 
negative impact. We further note that the peak for investment contribution is 
around 40 and 49 years, while for saving and the current account it is around 
55 and 59 years of age. This pattern is in line with the intuition that investment 
demand should be closely linked to labor force growth.

5.2 Different age categories

To address the question of whether the polynomial is driving our results, we 
estimate our baseline equation while replacing the Zi,t with dummies for three, 
five and seven age categories.

Table 4 presents the result for the estimation with three, five and seven age categories 
in three different columns. In column 1, while the sign of the coefficients is in 
line with the predictions of the life-cycle hypothesis, the significance completely 
vanishes for the current account. Similar to the interpretation issues surrounding 
the use of dependency ratios, it seems that such a coarse distinction of cohorts 
does not adequately capture the demographic effects. Column 2 shows the result 
for a finer categorization, where we include five age categories. We can confirm 
the positive contribution of prime-age cohorts and the negative contribution of 
older cohorts. Moreover, we find a negative contribution of young cohorts to the 
current account. A similar pattern emerges upon inclusion of seven instead of five 
age cohorts. Column 3 shows that the impact of prime-age individuals is clearly 
positive, while the elderly have a negative impact. For the younger cohort, the 
evidence is again less clear.

Overall, we can therefore confidently reject the claim that the polynomial is 
driving our findings.
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Table 4: Different age categories

(1) 
Three categories

(2) 
Five categories

(3) 
Seven categories

Age 0-29 -0.013 
[0.05]

Age 30-64 0.055 
[0.08]

Age 65+ -0.349 
[0.35]

Age 0-19 0.080 
[0.07]

Age 20-34 -0.353*** 
[0.13]

Age 35-49 0.102 
[0.15]

Age 50-64 0.364** 
[0.15]

Age 65+ -0.522 
[0.36]

Age 0-4 -0.274 
[0.25]

Age 5-19 0.210** 
[0.09]

Age 20-34 -0.375*** 
[0.11]

Age 35-49 0.118 
[0.17]

Age 50-64 0.377** 
[0.14]

Age 65-79 -0.532 
[0.56]

Age 80+ -0.289 
[0.65]

Year and country FE Yes Yes Yes
Controls Yes Yes Yes
Observations 1719 1719 1719
Countries 49 49 49
R2 0.530 0.551 0.554

Note:  *** p < 0.01, ** p < 0.05, * p < 0.10. Standard errors in brackets and clustered at the 
country level. See Appendix A for variable definitions.



62 Joschka Gerigk, Miriam Rinawi and Adrien Wicht

5.3 Subsamples

In a further sensitivity check, we look at different subsamples. We investigate 
two dimensions: the degree of economic development and the median age of 
the population. This distinction is important because not all old populations 
are located in advanced economies, and vice versa. First, following the IMF 
classification, we classify 24 out of 49 countries as advanced economies and 25 
as emerging market economies. Figure 5 shows the geographic distribution of 
this subsample; advanced economies are depicted in grey, while emerging market 
economies are in black.

Figure 5: Advanced and emerging market economies

Economic development
Advanced economy
Emerging economy
Not in sample

Note:  See Appendix A for a detailed sample description.
Source:  IMF, own compilation.

Because we cannot make direct inferences about the sign and the magnitude of the 
estimated polynomial coefficients, we show the decomposition of the age group 
coefficients in Figure 6. For advanced economies, the estimated coefficients are 
positively significant only for the cohorts 50 to 59. This result shows that for 
advanced economies, demographics make a significantly positive contribution to 
the current account, which is mainly due to the relatively large population share 
of prime-ager workers.

For emerging market economies, the cohorts aged between 55 and 69 have a 
positively significant effect on the current account, while the cohorts aged 
between 10 and 24 have a negatively significant impact. Therefore, the overall 
impact of demographics on the current account is smaller for emerging market 
economies than for advanced economies, as the negative impact of the young 
counter-balances the positive impact of the old in emerging market economies.
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Figure 6: Age-group coefficients decomposition of advanced economies 
and emerging market economies

(a) Advanced economies
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(b) Emerging market economies
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Note:  Taking the βs estimates from equation (7) and generating β̂0 following equation (5), we 
define the 17 age-group coefficients as â j = β̂0 + β̂1j + β̂2j2 + β̂3j3 for j = 1, 2, ... , 17. 
The 90% confidence interval is depicted in grey.
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Figure 7 shows countries categorized by their median age in 2012. As the overall 
impact of demographics depends on the relative size of a country’s age cohort, 
we distinguish between countries according to their median age. Countries with a 
young population are those with a median age below 36 years, whereas countries 
with an old population are those with a median age above 36 years.

Figure 7: Young and old populations

Median age in 2012
0 - 23
23- 27
17- 33
33 - 39
39 - 46
Not in sample

Note:  See Appendix A for a detailed sample description.
Source:  UN, own compilation

Figure 8 shows the decomposition of the age group coefficients for the subsample 
of young and old populations. For countries with old populations, we observe 
a positive and significant impact of the age groups between 40 and 59, and a 
negative and significant impact for cohorts older than 74. Cohorts below 40 years 
of age do not have a statistically significant effect. This pattern is the same as the 
one we find in our baseline regression, although the size and the significance of 
the coefficients are more pronounced than in the baseline results. Finding stronger 
effects for those aged above 40 in this subsample is straightforward given the 
relatively larger size of older cohorts. For countries with young populations, 
the hump pattern is difficult to identify; none of the estimated coefficients is 
significant. Therefore, it appears that our findings are driven by the relatively old 
countries in our sample.
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Figure 8: Age-group coefficients decomposition of young and old 
countries

(a) Old populations
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(b) Young populations
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Note:  Taking the βs estimates from equation (7) and generating β̂0 following equation (5), we 
define the 17 age-group coefficients as â j = β̂0 + β̂1j + β̂2j2 + β̂3j3 for j = 1, 2, ... , 17. 
The 90% confidence interval is depicted in grey.



66 Joschka Gerigk, Miriam Rinawi and Adrien Wicht

5.4 Additional controls

To further investigate the robustness of our demographic variables, we introduce 
two additional control variables – namely, fiscal policy and foreign-exchange 
interventions – following a recent study by Gagnon (2017). We also follow 
Gagnon’s empirical strategy and run 2SLS regressions on the current account and 
the demographic polynomials presented in equation (6).

The first additional control variable is net official flows (NOF), defined as the 
acquisition and disposition of assets and liabilities denominated in foreign 
currency by public sector institutions in the reporting country. This measure can 
be seen as an indicator of foreign-exchange interventions. The second additional 
control is the fiscal balance adjusted for the output gap,8 in an attempt to capture 
some features of the fiscal policy at the aggregate level.

Following Gagnon (2017), we further interact the controls with the lag of an 
index of capital mobility.9 The rationale behind this is that the impact of the 
variables could vary with the degree of capital mobility. The rest of the controls 
remain the same as in the baseline specification.10

Because net official flows may be endogenous to shocks to the current account, 
Gagnon (2017) suggests using instrumental variable techniques. The challenge 
is to isolate the variation in net official flows that is not caused by shocks that 
simultaneously affect the current account. To account for the creation of reserves 
for precautionary reasons following a crisis period, Gagnon (2017) suggests 
using a dummy variable for the occurrence of a financial or currency crisis in 
the previous three years as an instrument. Furthermore, to account for sovereign 
wealth funds and development loans, which do not respond systematically to 
exchange rate shocks, he suggests using the portion of net official flows that is not 
related to foreign exchange reserves as instrument.

Columns 1 and 2 of Table 5 show the first stage results, where we regress the 
endogenous explanatory variables on the instruments and the controls. While 
the dummy for past currency crisis and non-foreign-exchange net official flows 
have a significant impact on the total net official flows individually, an F-test 
shows that all four instruments jointly prove to be highly significant and relevant 
instruments. This is also the case when looking at the first stage for the net official 

8 We take the values from Gagnon (2017), who calculates the adjusted fiscal balance as a residual from regressing 
the fiscal balance on the level and growth rate of the output gap.

9 Similar to Gagnon, we use the capital mobility index developed by Aizenman et al. (2013).
10 We control for domestic wealth abroad, the openness of an economy, the financial openness, the GDP growth rate  

and for the price level of investment.
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flows interacted with capital mobility. On the individual level, only the interaction 
of the non-foreign-exchange net official flows has a significant impact on the total 
net official flows interaction.

Table 5: Following Gagnon (2017)

(1) 
NOF interacted with 

capital mobility 
(first stage)

(2) 
NOF 

(first stage)

(3) 
Current account 
(second stage)

Demographic 1 -12.817 
[15.13] 

-4.450 
[5.68] 

-0.597*** 
[0.22]

Demographic 2 1.948 
[2.22] 

0.656 
[0.83] 

0.081*** 
[0.03]

Demographic 3 -0.090 
[0.10] 

-0.030 
[0.04] 

-0.003** 
[0.00]

Currency crisis 
dummy 

-1.765* 
[1.05] 

0.124 
[0.28]

interacted with 
mobility 

1.872 
[1.62] 

-0.835 
[0.77]

Non-foreign-exchange 
NOF 

0.990*** 
[0.04] 

0.020 
[0.02]

interacted with 
mobility 

0.037 
[0.08] 

0.971*** 
[0.06]

Net foreign assets 
(NOF) 

0.001 
[0.00]

interacted with capital 
mobility 

0.002 
[0.00]

Year FE Yes Yes Yes
Controls Yes Yes Yes
Observations 1208 1208 1208

Note:  *** p < 0.01, ** p < 0.05, * p < 0.10. Standard errors in brackets and clustered at the 
country level.

Column 3 shows the results of the second stage. We find the same levels of 
significance for our polynomial as in our baseline regression. Only on a joint 
level do the two indicators of foreign-exchange interventions have a significant 
impact on the current account, as found by Gagnon (2017).11 We find some 
discrepancies in the sign of the coefficient on net official flows  compared to 
Gagnon (2017). This is likely due to our dependent variable being defined as 
the current account balance in percent of GDP, whereas Gagnon excludes net 

11 F-statistics of 18.85 respectively 16.28 and 2.28 with saving and investment as dependent variables.
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investment income from the current account to remove the relatively predictable 
influence of income on asset stocks and thus focuses more on trade in goods and 
services. Similar to Gagnon, we also find a positive and significant impact of the 
interacted fiscal balance on the current account and no significant effect of the 
non-interacted fiscal balance.

Figure 9 shows the decomposition of the age-group coefficients of the second 
stage. The pattern is similar to the one of our baseline regression depicted by the 
dashed line. Hence, it appears that the demographic variables are robust to the 
model specification.

Figure 9: Age-group coefficients decomposition following Gagnon 
(2017)
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Note:  Taking the βs estimates from equation (7) and generating β̂0 following equation (5), 
we define the 17 age-group coefficients as â j = β̂0 + β̂1j + β̂2j2 + β̂3j3 for j = 1, 2, ... , 
17. The 90% confidence interval is depicted in grey. For an overview of the additional 
controls depicted in the solid line, please see subsection 5.4.

6 Conclusion

This paper investigates the relationship between demographics and the current 
account. Although the literature on current account determinants views 
demographics as an important explanatory factor, it has proven difficult to find 
a robust empirical measure that adequately captures the entire age distribution. 
We propose using a measure introduced by Fair and Dominguez (1991). Their 
idea is to limit the differences between the estimated effects of consecutive 
age cohorts by restricting the population coefficients to lie on a P:th degree 
polynomial. This procedure reduces the number of estimated parameters and yet 
allows the identification of the demographic effect by accounting for the entire 
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age distribution. Moreover, allowing different age cohorts to have different effects 
through a population polynomial substantially increases the explanatory power of 
demographics compared to more traditional measures such as dependency ratios.

For the empirical analysis, we use a panel of 49 countries over the period from 
1970 to 2016. We first perform year- and country-fixed effects regressions 
with the current account as our dependent variable. We then use the estimated 
coefficients and construct out-of-sample predictions to forecast the future impact 
of demographics.

We find a statistically and economically significant relationship between the age 
structure of a population and the current account. Specifically, we find that the 
age coefficients describe a hump-shaped pattern for the current account: they 
are negative for the very young and become positive at around 30 years of age. 
They reach a peak at around 54 years, decline sharply after retirement, and turn 
negative shortly after. In a series of sensitivity checks, we confirm the robustness 
of our findings.

Combining the estimated demographic coefficients with the United Nations 
population forecast data allows us to isolate the marginal impact of future 
demographic change on the current account. Our forecast shows that the 
contribution of demographics to the current account will change sharply over the 
next few decades, as the share of the elderly is projected to increase significantly 
across countries.

Depending on a country’s current demographic composition, the contribution 
will become either positive or negative. For countries with a relatively young 
population, such as Guatemala, the current demographic impact on the current 
account is negative, but our forecast shows that the impact will become positive at 
around 2030. For countries with a relatively old population, such as Switzerland, 
the demographic impact on the current account is positive to date, while it will 
decrease and turn negative at around 2040.

Demographic change is persistent and predictable. Therefore, its consequences 
are manageable if policies are forward-looking and adjust to these trends. For 
most industrialized countries, the priority will be to counteract the decline in 
the number of active persons. This goal could be achieved by increasing the 
employment of women and spurring the immigration of workers. At the same 
time, policies will have to target households’ incentives to supply capital and 
labor over their life-cycles – in particular, late-working-life labor supply. More 
subtle policies may try to affect households’ productivity as they age.
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Appendix

A Data

The data we use in our analysis are in yearly frequency and span from 1970 
to 2016. The sample contains the 49 countries of the IMF’s External Balance 
Assessment (EBA). Those are Argentina, Australia, Austria, Belgium, Brazil, 
Canada, Chile, China, Colombia, Costa Rica, the Czech Republic, Denmark, 
Egypt, Finland, France, Germany, Greece, Guatemala, Hungary, India, Indonesia, 
Ireland, Israel, Italy, Japan, Korea, Malaysia, Mexico, Morocco, Netherlands, 
New Zealand, Norway, Pakistan, Peru, Philippines, Poland, Portugal, the Russian 
Federation, South Africa, Spain, Sri Lanka, Sweden, Switzerland, Thailand, 
Tunisia, Turkey, the United Kingdom, the United States and Uruguay.
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B Additional figures

Figure B1: Demographic factor projection for Guatemala, the youngest 
country in the sample
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Figure B2: Demographic factor projection for Japan, the oldest country in 
the sample
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Figure B3: Demographic factor projection for Switzerland
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Figure B4: Demographic factor projection for the United States
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Comment on “Demographics and the current account”  
by Joschka Gerigk, Miriam Rinawi, and Adrien Wicht

Monika Bütler
University of St.Gallen

Demographics matter a lot. There are almost no areas in economics – and many 
other disciplines – that are not impacted by changes to the age distribution. A 
large number of research papers offer empirical or theoretical insights of how 
demographics affect outcomes.

Some of the effects are straightforward – social insurance schemes, as well 
as tax and transfer systems, depend directly on the relative number of elderly 
and younger citizens and taxpayers. The direct link between demographics and 
fiscal policy allows for an easy identification of the potential problems. But 
demographics themselves are an also obstacle to reform. Often, changes have 
to be approved in the political process in which the weight of the elderly has 
increased dramatically in recent years.

Other effects are more subtle. The demographic composition has an impact on 
within-country inequality, and it affects the income and wealth distributions 
between countries. Less well known is that demographics have an effect on 
innovative capacity and – ultimately – growth. A recent paper by Liang, Wang 
and Lazear (2018) shows that older workers in society slow entrepreneurship, 
as they block younger workers from acquiring relevant skills or climbing up in 
hierarchy. Older societies not only have lower rates of entrepreneurship overall, 
but also in every single age group. 

One important underlying cause for the importance of demographics is that 
individuals behave differently at different stages of their life even if their 
preferences stay the same (which is often not the case). They acquire skills 
when young; as their income increases, they build up savings which they then 
slowly (ideally) run down after retirement. Fiscal policy adds twists, and not 
all individuals are perfectly rational. But Modigliani and Brumberg’s life-cycle 
model is able to capture most important moves and still forms the backbone of 
many micro-based macroeconomic models.

Obviously, the life-cycle decisions of the population add up and, as a consequence, 
impact macroeconomic variables as well. Demographics are bound to matter 
even in the international context, especially if the age distributions of countries 
differ. If the middle aged save but the old and the young run down assets (their 
own or those of their parents, respectively), the current account will mirror these 
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decisions. Countries with a large share of prime-age workers save more than they 
currently “need”, while for older societies it is the reverse. This is exactly where 
the paper by Gerigk, Rinawi and Wicht fits in. The authors try to quantify the 
effect of demographics on the current account of countries over time. Given the 
current political tone, this is an important exercise for sure. 

A quantification is not straightforward – a simple plot between dependency ratio 
and the current account shows no obvious relationship between the current account 
and dependency ratios. To shed some light on the importance of demographics, 
the authors borrow an empirical strategy from an earlier paper on the relationship 
between demographics and macroeconomic by Fair and Dominguez (1991). An 
age polynomial offers a parsimonious way to tease out the link between the age 
composition and the current account, which also allows us to forecast the future 
evolution of the current account based on demographics.

The authors find a positive association between the current account and the share 
of prime-age individuals, and a negative association with the share of the elderly. 
Not surprisingly, the forecast also mirrors the demographic changes to come – in 
most industrialised countries, population ageing will decrease the current account 
balance in the near future.

The analysis by Gerigk, Rinawi, and Wicht is an interesting exercise, but I wonder 
(a) whether there are alternative (and preferably more recent) ways to include 
age distributions in empirical macroeconomic models; and, more importantly, 
(b) whether Fair and Dominquez’s strategy can be directly implemented in an 
international context. One important feature of the current account is that general 
equilibrium feedbacks are important. Positive current accounts in some countries 
must be balanced by deficit(s) in others. It is unclear to me whether the empirical 
implementation forces such an equilibrium.

As the coefficients on the demographic variables are hard to interpret, the authors 
compute a combined effect of demographics in the magnitude of 1-2% of GDP, 
albeit with large confidence bands. At first sight, these numbers seem reasonable. 
But would a calibrated general equilibrium model come up with similar estimates? 
A simple check could be to sum up the effects – the sample covers most of the 
important countries in trade – and see whether the demographic impacts roughly 
cancel out. 

In sum, this is an interesting paper on a hotly discussed subject not only in 
academia, but also the political arena. The paper provides important insights on 
the link between demographics and international trade, but it is probably too early 
to use it for policy recommendations. We will not see the governor of a central 
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bank or a trade minister justify policy measures in view of a large positive current 
account with the words “It’s the demography, stupid”.
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Comparing estimation methods of trade costs

Michael Knuchel
University of St. Gallen

Gravity models are used to understand intra- and international trade flows. Trade costs 
play a central role in these models, but are not clearly observable. In order to infer these 
costs, different estimation methods exist. The aim of this paper is to investigate these 
methods on systematic patterns in their predicted trade costs. By applying the methods 
to one dataset, the resulting trade cost estimates become comparable. For a given trade 
elasticity, the inverse gravity framework from Novy (2013a) is found to predict lower 
values than ratio gravity, used for example by Simonovska and Vaugh (2014). However, 
when moderating the impact of outliers, inverse gravity produces lower estimates.

JEL codes: gravity models, trade costs, trade policy
Key words: F10, F14, F16 

1 Introduction

Free trade negotiations have experienced both headwinds and tailwinds in recent 
years. Nowadays, however, the forces opposing free trade tend be on the stronger 
side. On the one hand, stiff opposition from the United States is curtailing 
new large-scale free trade agreements. For instance, the Trump administration 
cancelled the Trans-Pacific Partnership (TPP) upon entering the office, arguing 
that the agreement would be to the detriment of the American worker (NEW YORK 
TIMES, 2017). On the other hand, negotiations for global agreements under the 
lead of the World Trade Organization (WTO) are failing to achieve their goals due 
to diverging interests of the member countries and small sectors like agriculture 
having  disproportionate importance (NEW YORK TIMES, 2016). Nevertheless, 
understanding the sources of trade costs and (potentially) eliminating them is 
especially relevant for countries like Switzerland which rely on a strong exporting 
sector. While trade costs with partners like Germany are relatively low, they are 
much higher for countries with which a free trade agreement (FTA) is yet to be 
agreed (Indonesia recently agreed to sign an FTA while others, like the United 
States or the members of Mercosur, are still open). 

Economists usually emphasize the large potential gains from scrapping 
impediments to trade, which should ultimately benefit everyone. Many channels 
exist through which gains can be achieved. One of these is consumers having a 
larger set of choices available. Another is greater efficiency, as more efficient 
suppliers reach further markets. However, to estimate the impact of scrapping 
barriers, an understanding of the economic cost of the current situation is needed. 
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Therefore, the size of trade barriers must be calculated (Moïsé and Le Bris, 2013). 
However, there is no agreement on the size and importance of these barriers, since 
they are hard to pin down both qualitatively and quantitatively – qualitatively 
because of many subcomponents, both tariff and non-tariff as well as observed 
and unobserved (i.e. transportation costs or taxes on imported goods, filling 
documents for customs and administrative procedures, bribery, delay and storage 
time at the border); and quantitatively because of methodological identification 
problems. Essentially, as described in Anderson and van Wincoop (2004), two 
paths can be followed to find an estimate: either trade costs are summed up in 
a direct, bottom-up approach for which numbers on the individual components 
which constitute total trade costs are needed; or, in a indirect, top-down approach, 
trade cost are inferred from trade flows. This usually relies on a gravity equation 
which essentially says that trade flows increase in (economic) size and decrease 
in (economic) distance. Higher trade costs then can be interpreted as increasing 
the distance, thereby lowering trade flows. Usually, observed trade flows are 
compared to theoretical predictions assuming a frictionless world (Moïsé and 
Le Bris, 2013). A big issue arises when identifying trade costs, however, since 
the resulting discrepancy can be either attributed to high trade costs or to a high 
elasticity of trade flows with respect to trade costs (Simonovska and Waugh, 
2014).

Many theoretical approaches which yield a gravity equation and different 
estimation methods are presented in the literature. However, to the best of our 
knowledge, no empirical comparison of the main gravity estimation methods 
exists. Thus, the aim of this paper is to evaluate trade cost estimation methods 
based on gravity approaches. By applying different methods to the same set of 
data, the approaches can be investigated on systematic patterns in their predictions.

In this paper, we use two methods to estimate trade costs. The inverse gravity 
framework from Novy (2013a) yields lower trade costs than using ratio gravity, 
used for example by Simonovska and Waugh (2014). The opposite holds true 
when using trade-volume weighted averages. Generally, economically advanced 
countries are found to have relatively low trade costs.

The rest of this paper is organized as follows. Section 2 provides an overview 
on the different sources of trade costs. Section 3 outlines the main approaches 
to estimating trade costs indirectly and discusses issues arising in modelling and 
estimation. A short review of the data is presented in Section 4, and all results are 
displayed and explained in Section 5. Finally, a discussion of the analysis and an 
outline of its main limitations are presented in Section 6.
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2 Overview of trade costs

2.1 What constitutes trade costs?

Before outlining the literature on trade costs and conducting the subsequent 
analysis, it is worth reviewing what is actually meant by the term “trade costs”. As 
Anderson and van Wincoop (2004) discuss in their paper, trade costs include 
all cost components other than the actual production cost of the good itself. Trade 
costs are not limited to those incurred when trading internationally, but also 
include any expenditures related to domestic trading. According to Moïsé and Le 
Bris (2013), trade costs can be interpreted as the wedge between trade flows in a 
hypothetical world without frictions and empirically observed flows.

Following Samuelson (1954), trade costs are commonly modelled as “iceberg” 
trade cost tij when shipping a good from country i to country j. Thus, tij – 1 is 
the ad valorem tax equivalent of a trade friction (Anderson and van Wincoop, 
2004), where an ad valorem tax is based on the value of a good.1 Therefore, a tij > 
1 indicates positive trade costs. Put differently, tij −1 units of the product are 'used' 
(i.e., melt away) to ship a good from i to j. This is why they are called “iceberg 
costs”. A common assumption, seen for instance in Eaton and Kortum (2002), 
is that intra-national trade is frictionless, such that tii = 1.

2.2 Direct evidence of trade costs

Having discussed the meaning of trade costs and shown the common modelling 
approach, here we present an overview of trade cost calculation. Anderson and 
van Wincoop (2004) differentiate between direct and indirect approaches to 
calculating trade costs. As a start, they conducted an exercise aimed at collecting 
direct evidence of trade costs to build a bottom-up measure of such costs. They 
summarized their findings into three categories:

1. policy/border costs (e.g., tariffs and non-tariff barriers);

2. transportation costs (e.g., freight charges, insurances, transit fees and 
inventory costs); and

3. wholesale and retail distribution costs (e.g. local distribution costs).

1 Source: Investopedia (see http://www.investopedia.com/terms/a/advaloremtax.asp).

http://www.investopedia.com/terms/a/advaloremtax.asp
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For industrialized countries, Anderson and van Wincoop (2004) arrive at an 
estimate of about 170% ad valorem trade costs. This measure contains 21% 
transportation costs, 44% costs attributable to border barriers and 55% stemming 
from retail and distribution costs,2 while the overall number is split into 74% 
international and 55% domestic trade costs. Although direct estimation of trade 
costs would be very useful as policy-makers could then quickly identify the 
largest impediments to trade, this approach suffers heavily from incomplete or 
inexistent data and aggregation issues (Moïsé and Le Bris, 2013).

3 Indirect trade cost estimation methods

3.1 Motivation for indirect estimation

Indirect estimation of trade costs is popular as no distinction between the 
different subcomponents of trade costs is needed, thereby avoiding the data issues 
described for direct estimation. Instead, trade costs are inferred from trade flows 
using a gravity framework of trade (Anderson and van Wincoop, 2004). In 
this framework, the gap between expectations of trade flows in a theoretically 
frictionless world and actual observed trade flows is attributed to trade costs 
(Moïsé and Le Bris, 2013). One difficulty lies in making the distinction between 
trade costs themselves and the elasticity of trade flows with respect to trade 
costs (Simonovska and Waugh, 2014). Another difficulty is the assumption of 
specific trade cost functions needed to infer trade costs from gravity equations in 
a wide range of estimation methods (Novy, 2013a). Nevertheless, using gravity 
equations to infer trade costs have become very popular and various estimation 
methods exist. Our analysis in this paper focuses on estimation methods based on 
gravity frameworks.

3.2 Gravity equation based on the demand side with multilateral resistance

Anderson and van Wincoop (2003) assume differentiated goods by country 
of production, as in Armington (1969), and that every country specializes in 
one good which is inelastically supplied. Furthermore, building on Anderson 
(1979), they assume constant elasticity of substitution (CES) preferences which 
are identical across countries. As described in Novy (2013a), this is a demand-
side model because production is taken as exogenous. To their model, Anderson 
and van Wincoop (2003) then introduce exogenous trade costs such that prices 

2 Anderson and van Wincoop (2003) arrive at the overall number by multiplying the gross rates and subtracting 
one to get the ad valorem tax equivalent: 1.7 = 1.21 × 1.44 × 1.55 − 1 and for the international estimate similarly 
by 0.74 = 1.21 × 1.44 − 1.
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will generally differ across countries. Therefore, given trade cost tij > 1 for i ≠ 
j and the exporter’s net supply price pi, then the price for this good in country j 
produced in i is going to be pij = pitij. Note that tij is the gross trade cost, i.e. one 
plus the ad valorem equivalent of the trade cost. Anderson and van Wincoop 
(2003) derive the following gravity equation:

xij =
yiyj
yW

(
tij

ΠiPj

)1−σ
 (1)

where,

Πi =

[∑
j

(
tij
Pj

)1−σ
yj
yW

] 1
1−σ  

(2)

and,

Pj =

[∑
i

(
tij
Πi

)1−σ
yi
yW

] 1
1−σ  

(3)

Note that σ > 1 represents the elasticity of substitution across goods, yi the total 
output value of country i, yW world output, and the terms Πi in equation (2) 
and Pj in equation (3) outward and inward multilateral resistance, respectively. 
Anderson and van Wincoop (2003) assume trade cost symmetry between 
bilateral country pairs i and j, tij = tji. Therefore, the two multilateral terms are 
equal Πi = pi. Given this additional assumption, they present the following 
simplified gravity equation:

xij =
yiyj
yW

(
tij

PiPj

)1−σ
 (4)

Using the gravity equation (4), Anderson and van Wincoop (2003) emphasize 
what they mean by multilateral resistance: if, for a given country i, outward 
multilateral resistance pi rises but the barrier tij stays constant, then exports to 
country j will rise. Put differently, if it becomes harder for two countries to trade 
with the rest of the world, they will trade more with each other. Therefore, trade 
between two countries does not only depend on the barrier between the two 
countries, but rather on the size of the barrier relative to the average trade barrier 
these two countries face with all other trade partners. The next step Anderson 
and van Wincoop (2003) take is to assume a specific trade cost function:
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tij = bijd
ρ
ij  (5)

where bij is a border indicator being one if region i and j share a border or zero 
otherwise, dij measures bilateral distance, and ρ denotes distance elasticity. As 
Anderson and van Wincoop (2003) state, the multilateral terms are not observed 
in the data. For their estimation, they find an implicit solution for both inward 
and outward multilateral resistance and retrieve a log-linearized gravity equation 
which they use for estimation. Then, they apply an iterative procedure using non-
linear least squares (NLS) to consistently estimate the model parameters. Yet, 
Feenstra (2004) argues that using fixed effects estimated with ordinary least 
squares (OLS) is preferable to the custom programing approach with NLS due 
to its easy implementation. Furthermore, Anderson (2011) points out that there 
may be other country-specific unobserved variables aside from the multilateral 
resistance terms that would be picked up by fixed effects but not by the approach 
of Anderson and van Wincoop (2003).

Aside from the NLS approach of Anderson and van Wincoop (2003), several 
methods for coping with multilateral resistance exist in order to consistently 
estimate gravity coefficients such as bilateral trade costs. However, before looking 
at these in Section 3.4, we next present an alternative derivation of structural 
gravity from Eaton and Kortum (2002).

3.3 Gravity equation based on the supply side

Having considered a demand-side model as in Anderson and van Wincoop 
(2003), the next variant of trade model which yields a structural gravity equation, 
by Eaton and Kortum (2002), comes from the supply side (Novy, 2013a; Head 
and Mayer, 2013). The resulting estimator, called a ratio gravity estimator (Head 
and Mayer, 2013), successfully deals with multilateral resistance.

The set-up in Eaton and Kortum (2002) is as follows. Assuming a continuum 
of tradable goods n ∈ [0, 1] as in Dornbusch, Fischer and Samuelson (1977) 
and perfect competition, consumers with CES preferences can choose a certain 
good n from potentially N different source countries, and opt for the one which 
is offered at the lowest price. All countries can potentially produce any good. As 
before, there are iceberg-style trade costs3 tij with tii = 1, which are added to the 

3 Note that in Eaton and Kortum (2002), the notation is different. They use j as index for the good and n as index 
for the destination country. However, for comparability, the notation is chosen such that all models presented in 
this paper have the same indices – specifically, they are based on Novy (2013a).
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marginal cost of producing a good, such that the price in country j of buying a 
good from country i is:

pij(n) =

(
ci

zi(n)

)
tij

 (6)

where zi(n) denotes country i's efficiency in producing good n and ci the input 
cost in country i. According to equation (6), country i is more likely to be chosen 
as provider if it has lower input cost ci, higher efficiency zi(n), or lower trade cost 
tij relative to the other countries, since consumers opt for the provider offering 
the lowest price.

Eaton and Kortum (2002) model productivity as a the realization of a random 
variable which is country-specific and drawn for every good. Specifically, they 
assume a country-specific Frechet probability distribution:

Fi(z) = exp(−Tiz
−θ)  (7)

where Ti > 0 measures aggregate efficiency in country, and θ > i the distribution of 
efficiency across goods. Note that while Ti is country-specific (i.e., countries with 
a higher Ti are more likely to draw a high efficiency for any good n), θ is common 
across all countries. A lower θ stands for more variability. Therefore, Ti can be 
interpreted as a country's absolute advantage and θ as its comparative advantage. 
Eaton and Kortum (2002) explain that stronger comparative advantage (i.e., a 
lower θ) generates relatively more variation in efficiencies such that trade barriers 
become relatively less important.

Given this set-up, they present the following gravity-like equation for trade flows 
in their paper:

xij

xj

=
Ti(citij)

−θ

∑k=1
N Tk(cktkj)−θ

 
(8)

Or, as reformulated by Novy (2013a):

xij =
Ti(citij)

−θ

∑k=1
N Tk(cktkj)−θ

xj
 

(9)

where xj denotes the total expenditure of country j. Eaton and Kortum (2002) raise 
an important difference between their model and models based on Armington 
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(1969), namely, that in the latter, products are imperfect substitutes. The more 
similar the products from the consumer’s point of view, the more important the 
trade costs. Therefore, the lower the degree of product differentiation, the higher 
the elasticity of trade with respect to trade costs. This contrasts with equation 
(9), where the CES parameter does not show up. Instead, elasticity of trade 
with respect to trade costs is given by θ. Hence, more heterogeneity of goods in 
production decreases the relative importance of trade costs (Eaton and Kortum, 
2002).

Moreover, Eaton and Kortum (2002) note that, on the one hand, in models built 
on Armington (1969), trade shares react at the intensive margin – consumers 
spend less on each product when trade costs rise, but still consume the same set of 
products. On the other hand, in supply-side models like their own, the extensive 
margin is key – given an increase in trade costs, the origin country exports a 
smaller set of products as it is no longer the least-cost provider of more and more 
goods.

3.4 Estimating gravity equations

3.4.1 Ratio gravity

One approach, used by Eaton and Kortum (2002) and Simonovska and Waugh 
(2014), builds on equation (8) and is called the ratio gravity estimator or the odds 
specification (Head and Mayer, 2013). Simonovska and Waugh (2014) arrive 
at the following equation (see Knuchel (2018) for a summary of the derivation):

log

(
xij/xj

xjj/xj

)
= Si − Sj − θlog(tij)

 (10)

where,

Si = log(Tic
−θ
i )  (11)

A functional form for trade cost has to be assumed. For instance, Simonovska 
and Waugh (2014) use:

log(tij) = dk + bij + exi  (12)



Comparing estimation methods of trade costs 89

where dk is a distance indicator variable with six intervals,4 bij a shared border 
dummy variable and exi an exporter specific fixed effect.

3.4.2 Inverse gravity approach

Novy (2013a) criticizes the need to assume a specific trade cost function in 
conventional estimation procedures like fixed effect or ratio gravity estimators. 
Therefore, his trade measure relies neither on assuming a specific trade cost 
function nor on costless domestic trade and trade cost symmetry. Hence, the 
inverse gravity framework is a calibration rather than estimation approach 
(Larch, Monteiro, Piermartini and Yotov, 2017)

Using an analytical solution for the multilateral resistance terms, Novy (2013a) 
exploits bidirectional gravity to construct his trade measure. Finally, he  arrives at 
the following equation (Knuchel (2018) provides a summary of the derivation):

τij ≡
(
tijtji
tiitjj

) 1
2

− 1
 (13)

     
=

(
xiixjj

xijxji

) 1
2(σ−1)

− 1
 

(14)

where τij is his trade cost measure. Therefore, unlike in the estimation methods 
shown above, this trade measure represents an average trade cost between a 
bilateral pair and it does not impose frictionless domestic trade. Hence, a lower 
τij could be due to either higher domestic trade cost or lower bilateral trade cost 
(or both together). This is measured by analyzing bilateral relative domestic 
trade flows. If bilateral trade flows increase relative to domestic ones, then this 
will be interpreted as lower bilateral barriers in this method (Novy, 2013a). 
Additionally,  similar expressions can be derived for the other three models. In 
fact, the only difference is the exponent, which is simply 1/2θ in the Eaton and 
Kortum (2002) model or 1/2γ in the models of Chaney (2008) and Melitz and 
Ottaviano (2008). As Novy (2013a) explains, the differences in interpretation 
can arise as the measure based on the model of Chaney (2008) will contain a 
fixed cost of trade. Another important difference to the estimation approaches 
described in Section 3.4.1 is that with the inverse gravity approach, trade costs are 
not estimated but instead are directly calculated from a gravity equation (Jacks, 
Meissner and Novy, 2008).

4 Simonovska and Waugh (2014) use the following intervals (in miles): [0,375), [375, 750), [750, 1500), [1500, 
3000), [3000, 6000), [6000, maximum].
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3.5 Comparing both estimation methods

With respect to assumptions, the following differences between inverse gravity 
and ratio gravity should be noted. First of all, in Novy (2013a), trade costs are 
not estimated by conducting a regression, but instead are inferred mathematically 
from the combinations of ratios. Thus, no specific trade cost function needs to be 
assumed.

Furthermore, the resulting trade cost is, by construction, not a distinct value for a 
country but an average for a bilateral pair. This is important because the patterns 
of trade costs will differ between the two approaches. The ratio gravity approach 
will estimate an exporter-specific component of trade cost. Thus, countries that 
can be expected to have lower relative trade costs, such as Switzerland, will have 
a lower tij against most trading partners. On the other hand, the inverse gravity 
approach averages trade costs over trading partners. Hence, unequal bilateral 
pairs in terms of actual trade costs will get some intermediate τ. In addition to 
this, note the difference in notation between ratio gravity and inverse gravity – 
while the former denotes trade cost as tij for exports from country i to country j, 
the latter does not identify tij but instead uses a trade measure τij.

Finally, both approaches have in common that they exogenously assume a trade 
elasticity. In summary, the ratio gravity tends to make more assumptions as this 
approach relies on regressing flows on gravity variables, whereas the inverse 
gravity approach eliminates multilateral resistance and backs out trade costs from 
the gravity equation.

3.6 Trade elasticity and trade costs

Observing relatively low trade flows can be explained by either high trade costs 
and a low trade elasticity or vice versa (Simonovska and Waugh, 2014). Put 
differently, higher variation of productivity implies a lower trade elasticity such 
that more products overcome a given trade barrier. However, if only low trade 
flows are observed despite low elasticity, then this can only be because of high 
trade costs (Novy, 2013a).

Depending on the theoretical model underlying a given gravity equation, the 
source of the elasticity is different. Eaton and Kortum (2002) explain that 
while in supply-side model like theirs, elasticity is technology driven (higher 
heterogeneity in efficiency implies a lower elasticity), in demand-side models 
built on Armington (1969) such as that in Anderson and van Wincoop (2003), 
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elasticity is preference-driven (higher heterogeneity of goods implies a lower 
elasticity).

However, as trade elasticity and trade costs are both unobserved, they cannot 
be disentangled from a gravity equation only – either a model for one variable 
independent of the other variable is found such that the first can be estimated and 
the second inferred from the gravity equation, or one variable is simply assumed. 
For instance, papers like Novy (2013a) assume a value for σ of eight5 for trade 
elasticity based on existing estimates from other papers such as Anderson and 
van Wincoop (2004), who find a range for σ of 5-10. In contrast, Simonovska 
and Waugh (2014) refine the approach of Eaton and Kortum (2002) using 
price data and arrive at an estimate for θ of roughly four.

4 Data

Having discussed the motivation for using gravity equations and the two trade 
cost estimation methods in Section 3, this section provides a short overview of 
the data sources.

This paper uses data from Fensore, Legge and Schmid (2017). Their dataset 
contains bilateral trade flows from UN COMTRADE based on ISIC Rev 3 
between countries at the 4-digit industry level in the year 2000. In total, 111 
countries and 119 commodities are covered. Thus, there are 111 × 110 × 119 = 
1,452,990 observations of trade flows. In addition, for every commodity for each 
country, manufacturing output data are taken from UNIDO dataset IDSB Rev 3. 
Detailed data descriptions and sources can be found in Section 4 and the appendix 
of Knuchel (2018).

5 Results

Section 3 reviewed the gravity literature with a special focus on trade cost 
inference and discussed how two important methods – ratio gravity estimation 
and an inverse gravity framework – are used for this analysis. Following the data 
summary in Section 4, this section is dedicated to presenting and discussing the 
results.

5 Novy (2013a) assumes that σ = 8, therefore θ = γ = 7, where σ denotes the elasticity of substitution in a demand-
side model, θ the Frechet parameter in a supply-side model and γ the Pareto parameter from the heterogeneous 
firm models.
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5.1 Overview

Before we begin the discussion, special emphasis should be given to the fact that 
all trade costs here are stated in ad valorem tax equivalents. Furthermore, trade 
elasticity refers to θ for both methods in order to simplify comparability.6

Table 1: Ratio gravity model comparison

Long model Base model
Coefficient Tax 

equivalent
Coefficient Tax 

equivalent
[0, 375) −10.8*** 

(0.4)
3.66 | 13.80 −10.8*** 

(0.4)
3.66 | 13.75

[375, 750) −11.5*** 
(0.3)

4.16 | 16.69 −11.5*** 
(0.3)

4.17 | 16.76

[750, 1500) −12.4*** 
(0.3)

4.87 | 21.16 −12.5*** 
(0.3)

4.95 | 21.68

[1500, 3000) −13.5*** 
(0.3)

5.88 | 28.22 −13.6*** 
(0.3) 

5.98 | 28.98

[3000, 6000) −14.5*** 
(0.3)

6.90 | 36.22 −14.6*** 
(0.3)

7.10 | 37.86

[6000, max] −15.2*** 
(0.3)

7.71 | 43.18 −15.4*** 
(0.3) 

7.98 | 45.55

contiguity 1.1*** 
(0.1) 

−0.14 | −0.24 1.4*** 
(0.1)

 −0.18 | −0.30

same language 0.8*** 
(0.1) 

−0.11 | −0.18

same country 0.6** 
(0.2)

 −0.13 | −0.21

colony 1.0*** 
(0.1)

−0.08 | −0.13

Observations 8,517 8,517
Adjusted R2 0.97 0.97

Notes:  *p:0.1; **p:0.05; ***p:0.01; dummy variables: [0, 375)...[6000, max]: distance in 
miles; contiguity: the countries share the same border; same language: the countries 
speak the same language; same country: the countries were united once; colony: one 
country was the colony of the other.

6 While Novy (2013a) presents his results assuming σ = 8, he emphasizes isomorphism of his trade cost measure, 
since θ equals σ minus one.
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Table 1 shows the results of conducting a regression on equation (10). In particular, 
two specifications for the regression of the ratio gravity approach are presented: 
on the left side is the long specification including all variables of the dataset, and 
on the right side the specification as in Simonovska and Waugh (2014). Due to 
multicollinearity with the country fixed effects, no country-specific variable such 
as GDP or the island dummy appears. Finally, for both models, coefficients are 
transformed into ad valorem tax equivalents by dividing by −θ, taking exponents 
and subtracting one. For exposition, two common values are assumed for trade 
elasticity: σ = 8, which implies θ = 7, as used by Novy (2013a) and Anderson 
and van Wincoop (2003), and θ = 4 as estimated by Simonovska and Waugh 
(2014). As is apparent from Table 1, all coefficients show the expected sign: 
greater distance seems to increase trade costs, while similarity in terms of sharing 
a border, having the same language, once belonging to the same country or past 
colonial ties tends to moderate costs. Both specifications yield highly similar 
estimates. In addition, the fit in terms of the R2 is very large.

In order to make the ad valorem tax values in Table 1 more tangible, we now 
discuss the example of trade costs when exporting from Switzerland to Germany. 
Assuming θ = 7 and using the long specification, the calculation works as follows:

τi,j = (1 + dk)(1 + bij)(1 + lij)(1 + scij)(1 + cij)(1 + exi) (15)

where dk is the border bracket, bij the border indicator and lij the same language 
indicator. scij shows whether both countries once belonged to the same country 
and cij if they had a colonial relationship. Finally, exi is the exporter-specific 
fixed effect. For exports from Switzerland to Germany, Switzerland is i, Germany 
is j and k is 1 as they belong to the first distance bracket, being less than 375 
miles apart. Plugging in the corresponding exporter-specific fixed effect from 
Switzerland, which is −0.66, the numbers from Table 1 yield:7 

τCHE,GER = (1 + 3.66)(1 − 0.14)(1 − 0.11)(1 − 0.66) − 1 (16)

                =  0.22 (17)

Thus, according to the ratio gravity estimation approach estimated using all the 
variables from the long specification, there is a trade cost in tax equivalents of 
22% involved when exporting from Switzerland to Germany. Bilateral trade costs 
for all country pairs can be calculated in a similar manner if data exist. For most 
of the country pairs in the sample, trade costs are far higher than in this example. 
Now, doing the same exercise again but for θ = 4, the numbers look different:

7 The coefficients in this exposition are rounded while the results are taken from the code which uses exact 
numbers. Thus, there may be a small discrepancy.
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τCHE,GER = (1 + 13.8)(1 − 0.24)(1 − 0.18)(1 − 0.85) − 1  (18)

               =  0.42 (19)

Thus, estimated trade costs almost double in size. As discussed in Section 3, there 
is an inverse relationship between trade elasticity and trade costs – higher values 
of trade elasticity yield lower ad valorem tax equivalents of trade costs.

Turning to the inverse gravity framework, plugging in numbers for Germany and 
Switzerland into equation (14) yields trade costs of 64%. Given estimated trade 
costs of exporting from Germany to Switzerland of 4.8% and remembering the 
ratio gravity assumption that domestic trade is costless, it follows from equations 
(13) and (14) that the geometric mean of bilateral trade costs between Switzerland 
and Germany based on trade cost estimates from ratio gravity is 13.25%. Thus, for 
the case of Switzerland and Germany, the inverse gravity method yields higher ad 
valorem trade costs than the ratio gravity approach.

While trading costs are relatively low for Switzerland in the case of a close partner 
like Germany, they are much higher for other countries. For instance, according 
to the results from the inverse gravity analysis (with θ = 7), a 190% trade cost 
applies when trading with Indonesia. For Mercosur countries like Brazil (145%) 
or Argentina (176%) the value is of a similar magnitude.

Turning back to the global analysis, according to Figure 1, ratio gravity seems 
to return higher values of trade costs compared to inverse gravity. Moreover, 
there seems to be a negative relationship between a country's trade costs and its 
GDP – i.e., higher GDP correlates with lower trade costs. Qualitatively, the basic 
findings of this analysis are comparable to those of  Arvis, Duval, Shepherd, 
Utoktham and Raj (2016), who also find significantly higher trade costs for 
less-developed countries using inverse gravity. Similarly, Waugh (2010) finds 
higher trade cost for non-OECD countries based on the ratio gravity approach 
akin to the one in Eaton and Kortum (2002), but with exporter-specific instead 
of importer-specific fixed effects.8

8 Eaton and Kortum (2002) interpreted the difference between the country dummies as importer-specific fixed 
effects. Thus, the cost for exporting to a given country is the same for two countries if they have the same 
geographical values. This is criticized by Waugh (2010), who showed that interpreting the difference as exporter-
specific fixed effects produces preferable results. In any case, on a global level, average trade costs will be the 
same.
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Figure 1: Trade cost vs GDP for θ = 7
a) Inverse gravity
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b) Ratio gravity
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Having seen the specific example of trade costs in the case of Swiss-German 
bilateral trade and the general pattern of trade costs relative to GDP, our analysis 
now shifts to the global comparison of both estimation procedures. In general, the 
results show trade costs inferred using the inverse gravity framework and ratio 
gravity regression over a grid of θ. Specifically, trade cost are calculated for 1,000 
evenly distributed θ between two and ten.

Figure 2: Overview of results
(a) Aggregated τ against θ 
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Figure 2 presents an overview of average estimated trade cost according to both 
methods, with panel a plotting τ against θ and panel b plotting trade cost estimates 
against each other. The solid lines in Figure 2a correspond to simple arithmetic 
means taken across all estimated trade cost while the doted lines show trade 
volume weighted means.9 Overall, the figure confirms that estimated trade costs 
are highly sensitive to choosing parameter θ – all curves are downward sloping, 
implying that a higher trade elasticity corresponds to lower estimated trade costs. 
Furthermore, Figure 2a shows that using trade-weighted averages yields lower 
values for both methods. In addition, using weighted averages seems to increase 
the wedge between trade costs estimated from both methods, as apparent from 
Figure 2b.

Nevertheless, there are differences. Figure 2 shows that the inverse gravity 
framework produces higher simple average trade costs than ratio gravity 
estimation. However, when taking into account the importance of countries in 
terms of their share in global exports, the relationship turns upside down. This 
pattern can also be seen in Figure 2b, where inferred τ from both methods are 
plotted against each other. If both methods predicted the same τ, they would lie 
on the solid black 45-degree line. However, the light grey for non-weighted and 
the dark grey for weighted τ clearly lie beside the 45-degree line. This stands 
in contrast with what can be observed in Figure 3, where geometric means are 
taken for each bilateral pairs. Thus, as in the example of Swiss-German bilateral 
trade, every country pair has the same measured trade costs. For these pairwise 
geometric averages, the global means – both weighted and non-weighted – are 
calculated. As in Figure 2, all curves are downward sloping and the light grey 
curves representing inferred trade costs from inverse gravity are the same in both 
figures. However, average trade costs estimated with the ratio gravity approach 
are now lower than those inferred by inverse gravity. This seems to be in line 
with Novy (2013a), who stated that his measure should yield relatively higher 
estimates than ratio gravity approaches.

Nevertheless, there is actually a loss of information when taking geometric 
averages across bilateral trade costs in order to compare ratio gravity with inverse 
gravity. On the one hand, both countries have the same measure of trade costs 
even though ratio gravity allows us to estimate country-specific trade costs. On 
the other hand, inverse gravity needs bilateral flows in both directions in order 
to estimate trade costs, whereas ratio gravity only requires unidirectional trade 

9 First, country-level trade costs are calculated as simple, non-weighted means. Then, the global average trade cost 
is calculated using trade weights, where the weights are calculated as the share of total exports from country i 
in global total exports. Thus, countries which are responsible for a large part of global exports receive a higher 
weight when calculating the global average trade cost.
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flows. Thus, there are more 'observations' of trade costs which are discarded when 
taking geometric averages.

Figure 3: Geometric averages
(a) Aggregated τ against θ
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5.2 Analysis

Having seen the differences in both approaches on an aggregate level, this section 
investigates sources of differences when applying the inverse gravity framework 
or the ratio gravity estimation. Following Waugh (2010), countries are split into 
OECD and non-OECD, rest of the world (ROW) countries in order to investigate 
differences in the resulting trade costs when using either the inverse gravity 
framework or ratio gravity estimation.

First of all, looking at Figure 4, which shows the relationship between τ and 
the trade weights assuming a θ of seven, the reason for the big jump between 
non-weighted and weighted averages becomes apparent. Countries with a large 
share of worldwide exports have relatively low trade costs. Thus, when using 
weights, the global mean will also be lower. Moreover, estimated trade costs from 
ratio gravity seem to be more dispersed relative to those from the inverse gravity 
approach. Therefore, when calculating simple averages, the global mean seems 
to be influenced by those outliers in the ratio gravity case. This finding is robust 
to assuming other trade cost elasticities (i.e., θ = 4).

Turning to Figures 5 and 6, the strong influence of using weighted averages 
instead of simple averages can be seen again. The solid black line representing the 
global average seems to be strongly influenced by the high number of estimates 
for countries with large estimated trade costs in the ROW group, as opposed to a 
small group which has low estimated trade costs, such as the OECD. As seen in 
Figure 2a, the effect of weighting is especially strong for the global average using 
estimates from the ratio gravity approach due to more dispersed estimated trade 
costs. Turning back to Figure 5,  what differentiates the trade costs inferred from 
the two methods becomes especially clear. Trade costs for the OECD countries 
when trading among themselves are lowest on average  according to both methods 
(light grey dashed curves in Figures 5a and 5c). However, when investigating 
trade with all other countries (ROW, light grey solid curves) or generally with all 
countries (all, dark grey dashed curves), a clear discrepancy becomes apparent 
– estimated trade costs are much higher under the inverse gravity approach than 
with in the ratio gravity estimation, since the latter calculates trade costs as a 
geometric average for bilateral pairs.
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Figure 4: Relationship between τ and trade weights
a) Inverse gravity
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b) Ratio gravity
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Figure 5: Simple average τ against θ
a) OECD inverse gravity b) ROW inverse gravity
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c) OECD ratio gravity d) ROW ratio gravity 
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The observed patterns are very similar in Figure 6 – the global means rotate 
downwards, reflecting lower trade costs for any given trade elasticity as countries 
with higher trade costs get a lower weighting in the average. Additionally, ratio 
gravity now produces lower global average trade costs.

This could be due to the fact that, given the lower dispersion of trade costs  
estimated with inverse gravity, attaching higher weights to very low trade cost 
observations does not reduce global average trade costs as much as under ratio 
gravity.
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Figure 6: Weighted average τ against θ
a) OECD inverse gravity b) ROW inverse gravity
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c) OECD ratio gravity d) ROW ratio gravity 
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In addition, using weighted averages seems to result in more clustered trade 
cost estimates for ROW countries when using ratio gravity (Figures 5d to 6d), 
while the respective estimates for ratio gravity are more dispersed (Figures 5b 
to 6b). Figure 7, where trade costs are plotted against each other, confirms the 
tendency described before. While all inferred trade costs are lower, the reaction 
to weighting is relatively stronger for the ratio gravity trade cost estimates. Thus, 
all curves rotate downward since inverse gravity produces larger estimates of 
trade cost now. The tendency of inverse gravity to return relatively high estimates 
of trade costs when unequal pairs are compared can be seen once more in Figure 
7a. The cost of trade among OECD countries seems to be higher when calculated 
with ratio gravity. However, when comparing trade among very unequal pairs, 
such as exports from OECD to non-OECD countries, then inverse gravity yields 
higher estimates.
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Figure 7: Comparison of predicted τ
a) From OECD, non-weighted τ b) From OECD, weighted τ
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c) From Rest, non-weighted τ d) From Rest, weighted τ 
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6 Conclusion

This paper compares different approaches estimating trade costs. On the one hand, 
Novy (2013a) proposes an inverse gravity framework which makes relatively 
few assumptions about the specific form of trade costs. Under this approach, trade 
costs are inferred from trade flows only. Ratio gravity estimation (as used by 
Eaton and Kortum (2002); Waugh (2010); Simonovska and Waugh (2014)), 
on the other hand, provides more insight into the sources of trade costs but makes 
stronger assumptions. Thus, while the trade costs from inverse gravity fit trade 
flows perfectly (Larch, Monteiro, Piermartini and Yoto, 2017), differences in 
trade costs are not immediately clear as the measure always represents an average 
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across two countries. Regressing relative trade shares on country dummies and 
trade cost proxies yields asymmetric trade costs. In comparison, taking simple 
means of trade costs results in higher values for ratio gravity relative to inverse 
gravity. This relationship reverses when using trade-weighted means instead or 
when trade cost estimates based on ratio gravity are geometrically averaged for 
each bilateral pair. Generally, even for countries like Switzerland, trade costs are 
relatively high and thus present an opportunity for improvement, for example by 
entering into FTAs.

With respect to limitations, it should be noted that the data used for this paper 
are cross-sectional only. As suggested by Piermartini and Yotov (2016), panel 
data are preferable if available, as trade costs vary over time. For ratio gravity, 
this could be easily incorporated by using time-varying exporter and importer 
fixed effects (Piermartini and Yotov, 2016). In contrast, the inverse gravity 
approach would be time-varying in any case as it is only based on yearly trade 
flows (Novy, 2013a). Second, zero trade flows are dropped by OLS. To overcome 
this, Piermartini and Yotov (2016) propose the use of a Poisson pseudo 
maximum likelihood (PPML) estimator based on the approach of Santos Silva 
and Tenreyro (2011). Additionally, disaggregated data could be used instead 
of country-level data as done in this analysis. This would further aggravate 
the problem of zeros, as more flows would be missing unless PPML is used. 
Furthermore, using disaggregated data would allow different elasticities to be 
used for different sectors, as proposed by Novy (2013b). A further limitation 
arises when considering the sources of changes in trade costs. While the ratio 
gravity approach could provide answers as it is based on a regression framework 
(so that additional regressors controlling for certain policies could be included), 
this is more difficult for inverse gravity because it is a calibration approach rather 
than an estimation approach (Larch, Monteiro, Piermartini and Yoto, 2017). 
In order to cope with this, Novy (2013a) proposes regressing inferred trade costs 
on trade cost variables such as distance or policy indicators. Finally, the data used 
in this paper contain manufacturing values only, so the comparison conducted 
here does not necessarily apply to agricultural or service data.

Future research could additionally exploit the time dimension to investigate 
systematic differences or differentiate between different industries and use 
separate trade elasticities for each industry to investigate in more detail how 
estimated trade costs react.
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